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4. Basics of binaural Signal Processing

This chapter shall specify the environment for alel@f binaural signal processing. It contains,
for instance, the description of ear signals, fdemaymbols and the used nomenclature.

Based on these premises binaural models shall $&ided, and conditions shall be derived, to
evaluate the directions and amplitudes of multgdend sources. By means of a cross correlation
function based model in the frequency range pdgsbifor the construction of a Cocktail-Party-
Processor are presented.

In the following transfer functions and ear signailghin critical bands are treated. In this context
mainly "head oriented”, "binaural" transfer funcisoare described, whereby natural heads or
dummy heads can rather be understood as one \(eyattomplicated) example of it. Other
recording systems like stereo microphones or mlwwop equipped objects (for example telephone
chassis with microphones) can be described inahreesvay.

Subsequently the interaural time differencaes considered as the basic term for describing
directions. All other binaural terms will be reldt®t.

It is assumed, that the receiver (ear/microphoselways located in the far field of the sound
sources and that the distance between the recessemsall compared to the distance to the sound
sources. As a conseguence, a point source's wawes fare plane at the receiver's location and are
perpendicular to the line source-receiver.

4.1. The Transmission Path from the Sound Sourceto the Ear

Head related Signalsand Outer Ear Transfer Functions

When sound from a sound source arrives at the inethe free field, the transmission path of the
sound from the source to the left or the right &am be described with the help of the outer ear
transfer functiondg(f,1), Hq(f,1). These functions are composed of the transfertifamsound
source - center of the helig(f) and the free field outer ear transfer functiigé, 1), H(f,7). If only
the ear signals and the free field outer ear tearfahctions are known and no information about the
transmission path sound source - head locatioivengthen only the free field sound signal at the
head locatiorA(f) can be determined instead of the sound signalealocation of the sound source

Aq(H).

In the following considerations the free field quear transfer functions (transmission paths
head position - eatj(f,T), H(f,T) are split into transmission paths to a referermatg'center of
the head" with the transfer functioRs(f,t), H,(f,1) andH,(f,t) (see_Fig. 411 "Center of the head"
refers to a constructed point, where the interatreaisfer functiord,(f,1) can be split into two
transfer functionsH,(f,t) and H,(f,t), which are reciprocal to each other and descrife t
transmission path s from the "center of the headh¢ ears.

H,(f,7) =1/H,(f.7) = yHy(f.7)

H,(f,T) describes the transmission path free field - '®enf the head". By choosing transfer
functions, which are related to the "center oftiead" considerable algorithmic simplifications can
be achieved.
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All transfer functions are a function of the frequg and of the incidence angle as well.
Subsequently dependencies on the incidence argjlearesented by dependencies on the interaural
time differencer. The transmission paths result as follows:

Head position-"center of the head": Hy (D) = Hii(F.1) Hrf(f,T)

"Center of the head"-ears: H(f,1) = \/Hhc(f,T) I Hi(f,7)
H,(F,1) = JH(f1) / Hie (1) (4.111)
Ear-ear (interaural transfer function) H,(f 1) = Hy(f.1) /He(f,7)

Head position-ears (free field outer ear transfer function)
Hie(f,1) or Hy(f,1)

Sound source - Head position (free field transfer function)
qu(fl.[)

The subsequent considerations can be simplifieddsgribing the sound situation with the help
of center-of-the-head transformed sound signalsgkampleA,,(f,1)). Hereby the free field signal
A(f) can be evaluated easily with the help of the oedertransfer functions.

A(f) = H (£ Ap(f D)

The transfer function head position - "center & tread" can be split into absolute value and
phase, whereby the absolute value represents tla@ oh@mpinga, of the free field outer ear
transfer function and the phase represents the mearaural runtime,,. of this function.

H (F7) = e0o(f,T) + 21T To(f,T)
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If a microphone pair in the free field (punctual microphones) is usedreceiver instead of a
(dummy) head and if the distance source - recasviarge compared to the receiver distance (plain
wave fronts), then the absolute values of the tearfanctionsH,,(f, 1), H,(f,1), H,(f,t) will be one in
this special case. Then the phases will be praputito the path difference of the incoming waves.

Hio(f, )= e-jT[fT Hyo(f, )= e+jTlfT Hmo(f D=1

T = d/Cgepg Sin © d= microphone distance, 6= incidence angle
Cschal= Sound velocity

Interaural Phases and interaural Damping

The absolute values of the functioHgf,1) andH,(f,T) are dependent on the interaural level
differenceAL, the phases are dependent on the interaural iifeeethcet.

H(f 1) = 10AL(T/400B HT(D)

B (f,1) = 10 AL /4008 TiT(h)

Herewith aninteraural damping a(f,t) and arinteraural phase [(f,T) can be defined, which allow,
to describe these two transfer functions much easie

a(f,t) = AL(f,T) In(10) / 20dB
B(f,1) = 21tf T(f) (4.1/2)
+15 a(f,1) +j2 B(f,1)

H,(f1)=e
H(f7) = 72 A0 1% BED) (4.1/3)
Ear Signals

If the signal of a sound source is given at thedhmasitionA(f) under free field conditions, then
the interaural parameters of the sound soaraea,(f)=a(f,t,) andp,(f)=p(f,t,) and the ear signals
in thefrequency domain result to:

+20a(f) +j¥2Ba(f)

Rf) =Am(fDe ; Am(f.D=A(f) Hm(f.Ta)

L(TY) = A (1) e ~720a(d - 1V2Ba(f) (4.1/4)

The ear signals in théme domain r(t) andl(t) can be evaluated by convoluting the free field
sound signa&(t) with the impulse responses of the correspondengster functions:

r(t) = am(t) * hy(t)
I(t) = am(t) * hy(t) ; am(t)=a(t) * hy(t) (4.1/5)
If for the considered input direction the free diebuter ear transfer functions (which mean
interaural and mean delay 1, interaural and mean damping o,) are frequency independent

inside a critical band, then the convolution wikte tear impulse responses can be replaced by a
multiplication with a constant factor and a del&yh® signals.

r(t) = a(t-T,(T)+%T,) o0o(D)+7204

Oo(T)-¥204

fora, dg, T, Ty # f(f)

I(t) = a(t-To(T)-%4T,) € (4.1/6)
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Fig. 4.2: Measured interaural level differences and phase delays for azimuth angels of 30°
and 60°compared values, which have been averaged o ver a critical band.
For frequencies up to 7 kHz interaural parameters in critical bands can be described
sufficiently accurate by constant values (according to GAIK [20])
---------- measured values
------- critical band averaged values

For low frequencies these conditions are fulfilled a first approximation (see Fig. 4.2).
Gaik [20] has established a constant relationsbeipréen interaural parameters for a wide frequency
range. After averaging over different elevation lasgthe interaural level differengd. could be
described as a frequency independent function efirtkeraural time difference for each critical
band, whereby the deviations of this averaged fancigainst measured values remained relatively
small.

Analytic Time Signals

Subsequently mainly the description si@lytic time signals is used. For positive frequencies the
Fourier Transformation of analytic time signal(f) correspond to the real time sigra(ff). For
negative frequencies the Fourier Transformatiothefanalytic time signal is zero.

Aa() = A(H
Aa(-) = 0 >0

Because of the symmetrical properties of the Folnmansformation for real and pure imaginary
functions

X({)= X for X (f) =F{ x(® }; x(t) real
X'(f) =- X'(-) for X'(f) = F{ix® }; x(t) real

the Fourier-Transformation of the analytic timensibA,(f) results to
Aa(f) = F{Refa(®)} }r-0) + F{ Im{a(®)} }yo)
Aa(-) = F{ Re{a(t)} }ts0) - F{ Im{a®)} o) ; £>0
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Therefore the real part of the analytic time sigm@ corresponds to the half real time signal
Yea(t), and the imaginary part results from the FouriearEformation of the real time signgla(t)}
as follows:
Im{a(®)} = F ~1{ F{a(®)} Ha(H } with Ha(f)=j*2 for >0
H,(f)= 0 for f=0
H,(f=-jv2 for f<0

Describing the transmission characteristics offtéad results into similar formula context when
describing it by analytic time signals of the egnalsr(t),I(t) than describing it by real time signals.
If h(t) denotes the analytic time signal, which belongthtoimpulse respond€t) of the transfer
functionH(f), then the analytic time signals of the ear signedsiit to:

1(t) = am(t) * hi(t)
I(t) = am(t) * hy(t) ; am(t)=a(t) * hy () (4.1/7)
Analogous to formula 4.1/6 the terms for the amalyime signals of the ear signals can be
simplified, if the transfer functions,(f), H,(f), Hy(f) remain constant within a critical band:
() = ap(t+er) e 7%

o0,

1) =apt-%T) e’ for a,,T # function of f (4.1/8)

The phase of the analytic time signal can be desdriwith the help of the time dependent
instantaneous frequen€yand of the instantaneous ph&ase

arg{ am(t) } = Qa(t) t+ P, (1)
With B,=Q,1 and |ay(t%21)|=lam(t)] formula 4.1/8 will be simplified to:
1) = lap ()] &/2a®t HPa(t) o+e0a+2Ba
1) = Ja ()] QO HPa() o Y200 -:a

The approximations for formula 4.1/8 and formul&/g.are not valid for high frequencies, where
information about input angles are coded via mimmawand maximums of the free field outer ear
transfer function and where interaural parametbeenge inside critical bands (see Fig. 4.2). The
frequency averaged interaural parameters get depend the signal spectrum.

(4.1/9)

4.2. Binaural Information at the Presence of multiple Sound Sour ces
Ear signals at two Sound Sour ces

If multiple sound sources are present, the sougdats of all source interfere. For two sound
sourcesa andb, analogous to formula 4.1/9, the following analftime signals of the ear signals
appear at the reference point "center of the headhie case of frequency independent free field
outer ear transfer functions inside critical bands.

[(t): am(t) e+]/2aa+jl/ZBa eant'*‘jCDa + bm(t) e+l/2abb+j]/28b e ijH‘jCDb
l(t): am(t) e Y205 'Jl/zBa e]Qat‘l‘J(Da + bm(t) e “Y20pb 'Jl/ZBb e jQpt+jPy (4.2/1)
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Time locus curve
of the analytic time
signals of the ear
signals.

Here: right ear
signal r(t)

From this follows:
r(t) = 2 Jay)byt) e

cosh(( In/am@)/bm(t) +¥a(a 5-0p) + J2(Q-Qup)t+ D - Dy+2(B,-By)])

+Va(a+ap) Y (QarQp)t + D+ D + V2Bt Bl
a'Yb e a’ b a" b a

| (t) = 2 am(t) bm(t) e']/4(a a'ab) ejl/z[ (Qa+Qb)t + (Da+CDb - 1/2(Ba_Bb)]

cosh(( Iny/am@)/bm(t) - Y4(0t4-0p) + [P[(Qq-Qu)t+ P - D -42(B,-By)]) (4.212)

This representation of the ear signals consisis t&rm, which is formed from the mean source
signals and the mean interaural parameters andaafsh" term, which is controlled from the signal
differences and the differences of the interauashmeters.

The time locus curve of a cosh-function with a cterpargument and a time dependent
imaginary part results into an ellipse in the compplane. The real part of the argument determines
the main axis ratio of the ellipse, the imaginaayt gletermines the angle, under which a point ef th
ellipse appears to the center of the ellipse. Tsh¢erm gets multiplied with a function of therfor
elQt+® which describes a function, which causes a tiegeddent rotation in the complex plane.
That implies, when displaying the ear signals | ¢bmplex plane as a function of time, they result
into ellipses, which rotates around the origintaf tomplex plane (Fig. 4.3).
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Size and position of the ellipse depend on the m&gnal levels and on the mean
interaural damping (constant factdf a,(t)b,,(t)et”20at"20p) )

The gradient for the time t=0 depends on the maarakphase and on the mean interaural
time difference (factoei(®a+®p +72B,+%2Pp) )

The main axis ratio depends on the differences dmtwthe signal levels and on the
interaural phase difference (real part of the desimn)

The (zero) phase angle depends again on the diffesebetween the interaural phases and
signal phases (time independent part of the imagipart of the cosh-term).

The rotation frequency of the ellipse correspormdthe mean instantaneous frequency of
the signals (factosi”2(Qa+Qp)t).

The angular frequency by which the ellipse is pdsdepends on the difference between
the instantaneous signal frequencies (time depénukam of the imaginary part of the
cosh-term)

The Ellipse is rotating around the origin with thean signal frequency, but it is at the same time
passed through with the difference between theatifyjaquencies. Since the rotation frequency is
bigger than the circulation frequency of the elipthe time locus curve will turn to be a spiral.

Theinteraural Quotient

The following considerations shall give informatiowhether the results of the auditory
experiments with two active sound sources can lpgased by a simple analysis of interaural
parameters or whether additional signal processieygs have to be considered.

The following interaural parameters inside critibahds will be investigated below:

- Interaural group delays correspond to the runtime between correspondioigt®in time of
the signal envelopes. The course of the signallepgecorresponds to the course of the
absolute value of the analytic time signal.

- Interaural phase delays correspond to the runtime between correspondiogtin time
of identical phase. This corresponds to the pha#eanalytic time signal.

- Interaural level differences correspond to the level differences between thesiggals.
This corresponds to the quotient of the absolulgegaof the analytic time signal.

Interaural level differenceSL and phase runtime differenceg can be described by the quotient
of the analytic time signals of the ear signaldsTuotient is nameithiteraural quotient d(t)

IO _ IO jargfrv}-jargfie)
OO0 o

AL(t) = 20 dB Ig [d(D)| To(t) = arg{ d(t)} / Q (4.2/3)

For one sound source from the input direcBidhe ear signalgt) andl(t) inside one critical band
can be described according to formula (4.1/9). Timeninteraural quotierd(t) corresponds to the
interaural transfer function of this input directio

Interaural Group Delays for two Sound Sour ces

The interaural group delay corresponds to the matbetween two corresponding maxima of the
envelope, i.e. between two corresponding maximghefanalytic time signals of the ear signals.
Such maxima appear at the timgsight) andt(left), when the phase angle of the ellipse above
becomes to an odd or even multipleredf, which means, that the imaginary part or the red
the "cosh"-term is zero. "Odd" or "even" dependstlma main axis ratio, whether it is bigger or
smaller than one. With this conditiém{ Arg{cosh(...)} }=jTv2, formula 4.2/2 becomes to:
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= Iy TV2 - (P4-Pp) - V2(B4-Bp)

t, i,1JG or iU
Q4-Qp
: _ _ 1 -
g = V2 - (Py-Pp) + ¥2(Ba-Bp) i0G or i 0U
Qa-Qp

With B=Qrt the interaural time difference between the enwalo@axima results to:

_ (i )12 - QT+ QT
QaQp

tr'tl

If a main axis ratio is given, which leadsitd, (combination with minimal phase difference), the
interaural group delay corresponds to the diffeesngetween the interaural phases of the signals,
normalized to difference of the instantaneous feegies. If band-pass filters are used with a
bandwidthAfr; and a center frequendy, (for example critical band filter), the minimalogp
delays can be estimated as:

QaTatQpTa-QaTh-QpTy + QaT4-QpTa+Q,TH-QpTh

tr'tl =-]/2

Qa-Qp
-t =% St (TaTp) + 2(Ta+Tp)
Qa-Qp
t -t = i /Afpg (ToTp) + Y2(Ta1Ty) (4.2/4)

The interaural group delay differs from the meaerawral time differencg(t,+1,) only by the
term f,/Afrg(T4-Tp)- For narrow band signals the teffiyAfrg becomes bigger than one. This
implies that even small incidence angle differermetsveen the sound sources can lead to interaural
group delays, which are outside the natural intaldime difference range.

For third octave band filters with 25% relative HBanidth appliesf,,/Afeg=4. For two
sound sources with incident angles of +20° and -20d corresponding normalized
interaural time differences (formula 3.1/1) &f210us, interaural group delays of
+ 840s would appear, according to formula 4.2/4. Thisusside the naturally occurring
range (oft 625s).

Interaural Phases and L evel Differences of two Sound Sour ces
When presenting two sound sources, then the intdrguotient, as a measure for interaural
parameters, results, according to formula 4.2tb; in

q (t) _ el/z(q a+ap) eil/Z(Ba+Bb) cosh{ ¥an(a(t)/b,,(1)) +%2(Q t-Q, t+ D ,-Bp) +Ya(ar a-ab) +Ya(B4-Bp)}
- cosh{ ¥zIn(a,(t)/b(1)) +V2(Qt-Qpt+ P - By) - Va(0 5 ) - [Ya(B4-By)}

(4.2/5)

Averaged over the time, the interaural quotientegponds to the average of the interaural phases
and of the interaural level differences of the ired sound sources,
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Fig. 4.4: Ear signals, interaural parameter and expected auditory events at 2 sinus signals from
different directions and with different frequency.

Interaural Parametersand Results of the Auditory Experiments

Assuming that perceived directions are only deteeahifrom interaural phases, group delays and
level differences, then a direct analysis of thteraural parameters would expect 2 auditory events
in the sound situation of Fig. 4.4: one interapt@se and interaural level difference based ayditor
event from the middle between both sound soureesl ,one interaural group delay based auditory
event with big interaural time differences, frone thide or as a monaural auditory event. Similar
conclusions would result from binaural models, where based on the analysis of interaural
differences.

Fig.3.11: shows the result of a model simulation thé binaural model according to
Lindemann [25]. This model analyses interaural edéhces (phase, group delay and level
differences) and shows the behavior, as expectedealMaxima of the cross correlation function
appear at the middle between both sound sourceatdhd border of the analyzed directional range.

For untrained test persons or for very small spédifferences between the test signals the pure
analysis of the interaural parameters did indeetespond to the perceived auditory events. There
had been auditory events at the extreme right aniieaextreme left (perceived incidence angle
>70° at loudspeaker positions35°). This auditory events did not depend on thed$épeaker
positions (Slatky [39]), the pitch of these audjtevents was described as very low, corresponding
to the period of the envelope. In addition alsoitaug events appeared from the middle between the
loudspeakers. But, in contrast, trained test perseere able to localize both sound sources
correctly, even at rather low frequency differeniosesveen the sound source signals.

As a consequence, a pure evaluation if interauaghrpeters is not sufficient, to explain the
appearing auditory events. From the pure evaluabiothe interaural parameters only auditory
events from the direction of the middle betweerhtsmund sources or from the extreme right or the
extreme left would be expected. But auditory evérum the directions of both sound sources, as
observed in the auditory experiments, cannot béa@g by this approach.
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Mirror sound source model:

Describing reflected sound portions by
mirror sound sources

- - - reflected sound beam

- - - sound beam of the corresponding
D] mirror sound source

Sum Localization

If two identical signalsA(f)=B(f) from different directions are presented, the argoi® of the
cosh-terms in formula 4.2/1 become identical fathbear signals. The interaural parameters of the
ear signals are then only determined from the nr@anaural differences of the sound sources:

d@) = el/z(aa+ab) ejl/Z(Ba"‘Bb) (4.2/6)

According to these interaural parameters only ardtary event from the middle between both
signal directions would be expected. This matcbhdékée psychoacoustical observations.

Intensity Stereophony

Two sound sources with identical signals are aedrgymmetrically(t,=-1,=T; 0,=-0,=0; B4=-
Bp=B) and the sound source levels are changed anti-symoatly ( In|A(f)|=-In|B(f)] ). When
introducing a term for the level difference between both sound sauvaeh L=In{|A()/B(f)|} , the
interaural quotient will result to:
cosh( Y4l g +%a, + | Y%2[)
cosh(-%L¢ + %0 4+ j%2P) (4.217)

a@®n=

Level differences between the sound sources chdrgeeal parts of the corresponding cosh-
terms. This changes the main axis of the ellipgdsgch represents these terms, differently in both
ear signals. Changes of the level differences batvlee sound sources (i.e. chandigpresult into
changed interaural parameters. As long as the bativeen interaural phases and interaural levels
corresponds to naturally combinations a fused andievent appears with an input angle,
depending or.

Reflections and Reverberation

Under the presence of reflecting surfaces theigaals result from direct sound interfering with
reflected sound portions. Early reflections haweand field characteristics like a limited numbgr o
additional discrete sound sources. The late revatibe corresponds more likely to a diffuse sound
field.

The ear signals result from an interfering of alliror sound sources (Fig. 4.5):
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) Fig. 4.6:

\ Mirror sound source model:

“ within the late reverberation
| (meaning at big distances
! between the mirror sound sources
X and the head) the mirror sound
1 sources can be combined to pairs

! with equal runtime to the receiver,
/ but reciprocal interaural

! parameters.

L(H) = 2 Aq(f) Hii(h He(f.T)

R(f) = 2 Aq(f) Hoi(f) Hr(f,T)

In case of a symmetrical head, meankgf,1)=H(f,-t), mirror sound sources with opposed
interaural time differencg, i, can in each case be evaluated in conjunction.

L(f) = Aq(f) Z Houia (1) Hi(f,T)) + Hopio(f) Hr(F,T)

R(f) = Aq(f) 2 Hgir () Hee(f,T) + Hauio(f) Hie(F,T)

If the head axis corresponds to a symmetry axithefroom, therHy;()=Hqi2(f), and the ear
signals become identical. Therefore only a locéiimain the median plane remains possible.

In an ideal diffuse sound field the energy is orerage distributed equally over all input
directions and over the time. As a consequencé) a&is is a symmetry axis of the sound field.
According to the considerations above, on averageteraural differences would be expected in
this case. This would lead to a resulting localaatn the median plane.

Inside real rooms such a sound field can approxiypdie expected during late reverberation,
when -due to the high density of reflections- aliror sound sources with equal runtime between
sound source and head can be combined to pairopftbnent interaural differences (Fig. 4.6).

Translated to other cases this means:

- If reverberations can be described by an idealséfsound field, directional information
of the median plane is supported.

- Directional information, which deviates from the dren plane, must arise from direct
sound and early reflections.

- For binaural signal processing models this behasooitd pretend additional signals from
the front direction and lead to failures in procegdhe front direction.
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4.3. Algorithmsfor binaural Processing of Ear Signals

Subsequently an attempt shall be made to relateethdts of the auditory experiments and the
considerations concerning occurring ear signaksxisting binaural models and to derive from this
possibilities for modeling the Cocktail-Party-Preser phenomenon.

The most important category of binaural modelscapss correlation models or models of related
functions. These models transform the input sigrnalssuch a way, that binaural relevant
information can easily be derived from it, like igirections, interaural parameters, power of the
sound signals. Signal phases are in this contextimdr interest.

The cross correlation functid),(t) between the real time functions of the right aftidar signal
r(t) andli(t) is defined as:
T
Sy(m = lim 1/2T ,[ r(t) I(t+1) dt
T -T

If r(t) andl(t) are time delayed representations of the samelsi@ihat results to:

r(t)=s(t-T,) I(t)=s(t-T)

-

Sy(T-1) = lim 1/2T ,[ s2(t) dt (mean power of the signal) (4.3/1)
Tooo -T

SH(T-1) = Su(1) for all T

A maximum of the cross correlation function appeafsthe displacement parametar
corresponds to the time delay between the sigiks.absolute value at this point corresponds to
the mean power of the signal. From displacement anglitude of the maximum of the cross
correlation function the interaural time differereoed mean power of the signal can be determined.

The same considerations are valid for the slidmg< correlation function, but some constraints
arise by using a window functiant) (w(t)=0 for [t|>T):
t+T

Sym = 12T | i) It+1) wit-t) dt (4.3/2)
T

Modifications of this algorithm have been made idew to adjust the cross correlation function
better to the behavior of the human auditory systdy introducing inhibitory elements
(Lindemann [25] and. Gaik[20]) or by post-procegsi of the correlation patterns
(Stern/Colburn [43]) a reaction of cross correlatfanctions on interaural level differences can be
achieved, similar to the human auditory system.sThind of adapted functions is particularly
suitable for modeling localization phenomena. Bw tadvantage of a auditory system adapted
representation is on the other hand attended kse$os signal processing (longer computation
times, no power proportional output data)

Besides that there are a couple of other modelsidscribing binaural phenomena, which are
based on other types of ear signal transformatidike the "central-spectrum-model” of
Raatgever/Bilson [33] for modeling binaural pitalolplems, like the EC-model of Durlach [14] for
modeling binaural masking experiments. In a spquisition are physiological motivated models,
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which attempt to model binaural interactions bymeal spike series. Wolf [49] showed, that the
results of psychoacoustical models like those nflemann[25]/Gaik[20] can also be reproduced on
the level of neuronal interactions and that theedets are therefore physiologically possible.

Gaik [17] and Bodden [10] applied cross correlatrondels respectively binaural models for
signal processing purposes, where at the presdnoeltiple sources the power of one source was
estimated from cross correlation patterns.

In the following it shall be investigated, whethbe results of the auditory experiments can be
reproduced with the help of cross correlation fiomd or similar functions. This means, to
investigate how far information about input direas and signal level of two sound sources can be
achieved from the analysis of ear signals in orteal band.

The considerations are based on unmodified cros®labon functions, because they can be
described mathematically in a self contained way.dtgnal processing purposes possibilities for a
representation in the frequency domain are of spenierest, because here fast computation
methods exist for unmodified cross correlation fiors.

4.4. Cross Correlation Modelsfor a single Sound Sour ce

If there is only one sound sourag) with an interaural time differenag the Fourier-Transform
of the sliding cross correlation function resuétscording formula 4.3/2, to:

Sy(f,Y) = RO LED" * W(T)
Su() = AnE) A" PO wip
Sy = AptRD2  x W() (4.411)

A, T(f,H)2 is the interaural cross power density of the signdt). The cross correlation function
corresponds here to the auto correlation functioih@ sound signal at the reference point center of
the head, being shifted by the interaural timeedéhce. Since the maximum of the auto correlation
function appears for real signals at a displacemémero, the maximum of the cross correlation
function is shifted by its complex part, which istekmined by the interaural time difference.

4.5. The Cross Correlation Function for multiple Sound Sour ces
The Cross Correlation Function from -co to o

If the signals of two sound sourceg),b(t) from different input directions interfere (interal
parameters ofsource a: a,(f)=a(f,1,); Ba(f)=B(f,1,); source b: ay(f)=a(f,t,); Bp()=B(f,1,)), the
spectra of the ear signals and the cross correl&tiaction result to:

+20,(f) + [72B4(f) +720(f) + j/2Bp(f)

R(f) = An(f) e + Bn(e

L(f)=An(M) e 205(f) - jl/ZBa(f) + Bph(he 20 (f) - J%Bb(f) (4.5/1)
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Fig. 4.7:
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With @ (f)=arg{A,()}, ®p()=arg{B,,(f)} this results to:
Si(f) = An T (02 + By T (12 + 2 A7 (f) By " (f) cosh {0, ()-0p(f) + PPy} (4.5/2)

S = An* (07 + B (07 + 2 Ay () B v (N cos %(®4(H-i (M) cosh %a(0t5(H)-p()
+] sin Ya(@4(f)§®p(N)  sinh Ya(0(H)-ay(h) )

The cross correlation function results from the sirthe cross correlation functions of the sound
source signals plus a mixed term, which dependshendifferences between the sound source
phases and on the differences between the intélaved differences of sound source signals. (see
Fig. 4.7). The locus curve &(f), as a function of the phase difference between dmtince signals
®,(N)-Py(f), results into an ellipse, which center correspotedthe sum of the cross correlation
functions of the individual sound source signalse Thain axis depends on the geometrical mean of
the cross correlation functions of the individualisd source signals and of the difference between
their interaural damping.

Input directions and power of the sound sourcesnmrbe determined directly from the locus
curve. Absolute value and phase of the cross atioal function depend in total on 6 parameters
(amplitude and interaural phases of both soundcesusignal phase differences and interaural level
difference differences between both signals). imfion about the participating sound sources can
only be determined directly from the cross corfelatunction for some special cases.
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- For sound source signals with heavily structunedetopes (signals with numerous breaks
inside the considered frequency range, like speeak) sound signal prevails at many
times. During the breaks of one signal the croseetation function corresponds totally to
the other signal, presenting the power and thedatal delay of this signal. This results
into a cross correlation function with several tigla maximums. The positions and
amplitudes of these maximums can be consideredtasators for the interaural delay and
the mean signal power of the participating soundrces. Bodden [10] used this
characteristics to locate the positions of multgpeakers from correlation patterns.

- If one sound signal is known, as well as the sueal parameters of both sound sources,
absolute value and phase of an unknown source eamelermined from the cross
correlation function (Equation 4.5/2 correspondghiis case to a complex equation with
one complex unknown). This problem can also beesblwy a linear equation system over
2 receiver signals (according to equation 4.5/1).

If the interaural parameters are constant for gagefrequency range, which includes multiple
frequency lines, and if the signals of adjacenguency lines are independent from each other, an
equation system for multiple frequency lines candbé&ned, which allows to evaluate all signal
parameters and all interaural parameters.

Example: Smooth signal spectra, smooth free fiekgroear transfer functions, at least one
signal with uniformly distributed phase. By averagiover a wide frequency range the
signal phase dependent mixed term in formula 4cafl be eliminated. The interaural

cross correlation function of the interfering sowsulirce signals corresponds to the sum

of the interaural cross correlation functions oé timdividual signals. If the interaural
delays of the sound sources are known, the powttreadound sources can be evaluated.

Averaging over a wide frequency range corresponds teduction of the frequency resolution.
This is equivalent to the insertion of a short tim@dow, meaning, it is equivalent to a sliding
cross correlation function.

If the signals are independent of each other, #isn the phases of different frequency lines are
independent of each other. The precondition ofdhelysis approach would therefore be fulfilled in
many cases. This outlined approach shall be inyatstl deeper below.

Analysisvia dliding Cross Correlation Function

The sliding cross correlation functi® (t,t) is defined as:
t+T

SytT) = 1/2T ,[ r(ts) 1(ts+1) w(ts-t) dtg - w(t)= window function: w(t)=0 for [t[>T
t-T

Within the frequency domain the use of a time wima¢t) corresponds to a convolution with the
transfer function of this window. The hereby redatbafrequency resolution corresponds to the
bandwidth of the Fourier-Transformation of this danv (~1/2T). Windowed signals can therefore
be described in the frequency domain without asg laf information by a line spectrum with a line
distance of1/2T. When introducingA,,*(f,)2 and B,,*(f,)2 as the cross power densities of
windowed signals, where only the corresponding doswurce is present, relationships similar to
formula 4.5/1 result for interfering sound sourdag, with time dependent parameters.

Sn(f.) = Ap*(f.02 + By (f.0?

+2 A t(E1) By t(FY) cosh ¥o{ a(ft)-0p(F,t) + jD(F,)-iPL(F.t) } (4.5/3)
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Solution in the Frequency Domain

Subsequently the considerations shall be focusadteraural parameters and signal parameters,
which change - compared with the window size ofdiwess correlation function - relatively slowly.

In the frequency domain a frequency line represaritequency range, whose width corresponds
to the transfer function of the window. If signadrameters stay constant across several window
sizes, the signals can be described with a bettéguéncy resolution than the cross correlation
function. If the frequency lines of the cross clatien function do not match to the frequencies
inside the signal, phase differences appear betwessecutive cross correlation windows, which
size depends on the difference between signal specnd analysis frequency lines. Also phase
differences can appear between both signals, iif siignal spectra don't match within the analyzed
interval.

The time dependency of the signal phadgg), ®,(t) can be described with the help of signal
specific instantaneous angular frequendxgt),Q,(t) with d(t)=Q(t)t+d, Between the signals a
time dependent difference frequeny-Q, will appear. The mean value of the spectra of
consecutive sliding cross correlation functiond t:

t+Tp

(b = 1/2T, | S(f.ty) dty (4.5/4)
t-Tp
t+Tu t+Tu

u(fY = 1/2T, ] AntE)2dy,  + 1/2Tuf By *(f.t,)? dt
t-Tu t-Tu
t+Tp

+ 1T, th At (E.t) Byt () cosh Y2(aa()-ap() + j@,(f.1,)-Py(f.1,) diy,

-Th

If A,* and B,* are nearly constant and if the integration time is much longer than
210[Q 4 ()-Q4(f)], then equation 4.5/4 results to:

uED = AnT(f0?2 + By (f1)? (4.5/5)

Further information about the sound sources candreved from the analysis of the standard
deviation of consecutive cross correlation functi@ndows. A complex standard deviationcan
be defined as:

t+Tp
ox(f,t) = 1/2T, J (Sn(f.t)-u)> dt, (4.516)
t-Tp
t+Tu
o?(f,t) = 2/Tp J. Am+(f,t“)2 §m+(fvtp,)2 cosh? l/z(aa(f)'ab(f) + jq)a(f-tp)'jq)b(f-tp)) dtp.
t-Tp
Under the same conditions as abve,*,B,,*=const.; T2 217[Q4(H)-Q4 ()] ) it applies:

0(f.0) = 2 A (F)2 By (102 (4.5/7)
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From formula 4.5/5 and 4.5/7 relationships can éxved, to gain the cross power density of the
original signals from mean value and standard dieviaThe result are estimatots,'(f,t), By, (f,t)
for the frequency lines of the original signalshe reference point "center of the head".

2 An (D)= +v20 + u-+20
2B, ()= 1 +v20 -\ Ju-+20 (4.5/8)

The phases oA, (f,t), By,'(f,t) correspond to the interaural phases of the sgrhé absolute
values correspond to the amplitudes of the soundcceasignals at the reference point "center of the
head". Knowing the free field outer ear transferctions, input directions and signal spectrums of
the sound sources can be evaluated,

The box on page 44 contains a comprehensive déearipf this algorithm for estimating
interaural phases and amplitudes (and thereforat idpections and spectra) of two interfering
sound sources

By analyzing cross correlation functions power amput direction of two interfering sound
sources can be estimated in the frequency domdir. demands of the auditory experiments,
requiring the existence of Cocktail-Party-Processechanisms, can therefore be fulfilled.

The use of cross correlation functions in the feggry domain for direction selective filtering has
been already postulated by Gaik [17]. Gaik evallidte current value respectively the mean value
of cross correlation functions and considered aaigoming from a desired direction as being
existent, if the displacement of the cross con@atafunction matched to a weighting window
around the desired direction.

The proposed algorithm can be considered to sotem@xas a substantial enhancement of Gaik's
algorithm. By analyzing the standard deviation &ddally, the characteristics of two sound sources
can be evaluated simultaneously. The second estiroah be used not only for parallel processing
of two signals but also for intercepting interfgrinignals. With this method the parameters of a
desired sound source can be evaluated in caseasifl\hneegative signal-to-noise-ratios, when the
displacement of the cross correlation function'sima correspond nearly to the displacement of
the interfering signals.(therefore lying outside theighting window of the desired direction) and
the influence of the signal of the desired dirattexpresses only in some slight variations of the
parameters of the interfering sources.

A Cocktail-Party-Processor in the frequency domeam be build up with the help of this
algorithm, if the following preconditions are fuléd.

- quasi-stationary signals: signal parameters dtaihge during the integration tira@,,

- spectral differences between all sound sourcealsgwithin the considered frequency
ranges, meaning different signals for all soundcesl

- sufficiently long integration timeTu for the evaluation of statistical parameters. This
implies, thatT,, must be bigger than the period of the differenevben the instantaneous
frequencies of the signals (precondition for theaification at the derivation of this
algorithm),

- sliding cross correlation function with short timendow T, in order to be able to detect
changings of the signal parameters quickly and.well

- as a consequence, the frequency resolution wiirball (consequence from the last item
according to the uncertainty relationship).
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A Cocktail-Party-Processor in the Frequency Domain

1. Computation of the interaural short time cross correlation function from the
Fourier-transformed ear signals.

Sy(f,) = REH LED™ * W()

2. Computation of statistical parameters of the frequency lines of the
cross correlation function

t+T t+TH
u(,t) =1/2T, { Su(ft,) dty ox(ft)=1/2T,, { (Sn(f.ty)-u )z dt,
t-TH t-Th

3. Estimation of amplitude and interaural phase of two sound sources from the
statistical parameters of the cross correlation function

Am'(f,t)z%@ +20 +§\/E—\/§Q B (=2 Ju+v20 —%\/E—\FZQ

2

4. Evaluation the interaural time differences and power of the estimated
source signals

T/t = arg{ Ay'(f) } / 21 Ty'(ft) = arg{ By (f.t) } / 218

AD? = An'(£) / Hy(fTy) 2 B'(f,0)?=| By'(f,1) / Hu(F.Tp) I?

4.6. The complex Cross Product

For the algorithm above the possible rate of chasfgihe signal parameters is limited by the
integration time for evaluating the statisticalgraeters. The integration time should be as short as
possible. The integration time can be reduced,hé& time window for evaluating the cross
correlation function is preferably short. Considgrihe length of the time window of the Fourier-
Transformation as the time resolution of this mdthte time resolution will become maximal, if
the frequency resolution of this method is minimEhis is the case, if the frequency resolution
matches to the bandwidth of the analyzed signads éecritical band width). The same relationship
exists for sampled signals, too, if the samplinggérency corresponds to the bandwidth of the
signal, and therefore for each sample interautatiomships are evaluated. In this case a frequency
line of the Fourier-Transformation corresponds tesample of the analytic time signal of a
correspondingly bandwidth restricted signal. Fadfieansformations of subsequent time windows
generate then subsequent samples of these arnatyticsignal. Each frequency line of a Fourier-
transformed cross correlation function correspahés to a sample of the interaural cross product
of the analytic time signals of the ear signalghis frequency range. These considerations result
into the following analysis method for a CocktadfB/-Processor

- Critical band filtering, Evaluation of the anatytime signals of the ear signals,

- Sampling of the analytic time signal correspondienthe bandwidth of the considered
signals (critical band width), in order to redube sampling rate by this means.

- Evaluation of the interaural cross product fromsth samples,
- Computation of mean value and standard deviatidheointeraural cross product,
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- Evaluation of ("center of the head" normalized)nsil amplitudes and interaural phase
differences of two sound sources from a mean vahaestandard deviation driven equation
system,

- Evaluation of the original power of the signal sms and reconstruction of the time signals
of both sound sources.

There are restrictions for this kind of analysisieQimiting factor is the time constany, for the
evaluation of the statistical parameters of thesmoduct:

- The solution above is only valid, if the "cosh"xad term in equation 4.5/1 disappears. For
this purpose the time constant for the evaluaticghe statistical parameters must be longer
than the period of the frequency differences betwe signals2T>21V[Q,-Qy]. This
frequency difference characterizes the differenesveen the phase change -rates of the
signals. It can be considered as a measure faliskenilarity of the source signals.

Similar restrictions are valid for the ability otifmans, to separate signals of different
directions (see auditory experiments chapter 3)ly Gnthere is a minimal frequency
difference between the signals, test person cooddlize two active sound sources.
Around 500 Hz the minimal frequency difference ved®ut 30 Hz, this corresponds to a
period of about 30 ms.

- Spectrum and interaural parameters of the cormidsignals may not change during the
analysis timeeT,,.

- The method cannot give any information about digteses. A reconstruction of the
source signals from a mixture of signals is onlggible for the signal power. Phase errors
and frequency deviations are therefore possible.

This corresponds to the results of the auditoryeexrpents. For frequency differences
below a critical band width test persons could ligeathe sound sources, but they could
not extract the sounds of both signals from thetunéxof signals.

- The method doesn't give any information aboutraueal level differences. Within the
higher frequency range, where the interaural pbasemes ambiguous, ambiguities in the
estimated signal direction can appear. This cad teaerrors in choosing the appropriate
free field outer ear transfer function, and thenalgpower can no longer be reconstructed
correctly from the normalized absolute values @& #stimators. (for more information
about correcting this error see chapter 6.)

- At sound situations with 2 sound sources direcaod power of each sound source can
therefore be evaluated. At three or more soundcssuhe estimated power and directions
do not correspond to the given sound source armaege (for more information about
correcting these estimation errors see chapter 5.)

The limitations, which are caused by the integratine 2T,;, mark the absolute limits of this
method, but other limitations can be removed.

- Interaural level differences can be analyzed Bynalar algorithm (applying the statistical
method as described above onto the auto correlatimtion and the amplitudes of the ear
signals).

- At three or more active sound sources or at diffeisund fields correction methods for the
direction estimation can be developed. At sounghsibns with multiple sound sources the
direction estimators become time variant. From dhalysis of these time dependencies
correction factors for the signal power estimat@s be derived.

Subsequently a binaural signal processing modél Bagresented, which uses all these signal
processing steps and which can be used for soliagCocktail-Party-Processor problem. The
characteristics of these algorithms, the reactmmsertain signals and possibilities for optimizing
this system will be discussed.



