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7. A Signal Processing Framework for binaural M odels

7.1. Processing of the Input Signals

The pre-processing unit of the framework has tep@re the recorded real time signals for the
analysis by the Cocktail-Party-Processors. SineeCibcktail-Party-Processors process analytic time
signals inside critical bands, a pre-processing bas to contain the following processing steps:
critical band filtering of the signals, generatwinthe analytic time signals, possibly data redurcti
The schematic diagram of the pre-processing ui¢scted in Fig. 7.1.

7.1.1 Critical-Band-Filters

The signals shall be processed inside critical aadcording to the human auditory system. The
processing inside critical bands has the followpngperties:

- Rather fast variations of the sound signal paramsetan be detected. The possible time
resolution for critical band filter lies, according the time-bandwidth-product, between
10 ms at low frequencies (bandwidth 100 Hz) and esalfOus at high frequencies
(bandwidth up to 3 kHz).

- The number of frequency ranges is big enough, riteroto evaluate different signal
characteristics in different frequency ranges.
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Fig. 7.1: Signal processing framework for the binaural model
The model structure inside the critical bands corresponds to Fig.7.5
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- Analysis bandwidth and time resolution are adajptethe characteristics of the auditory
system.

A filter method for critical band filtering has folfil the following requirements:
- Only the desired frequency range shall be filtevad if possible.
- The signals shall not be changed inside the pasd.b

- In order to be able to analyze cross referenctgdam the signals of different critical bands
the time delays of the filters shall be as smap@ssible.

- In order to be able to process long signals sestefficiently, the impulse responses of the
filter shall not exceed a certain length (usagthefOverlap-Add-Method).

- In order to achieve a high time resolution atxa@di bandwidth, the impulse response of the
band pass filters shall be as short as possible.

- The filter algorithm shall be applicable for difémt signal types (real time function,
analytic time signal, modulation functions) anddixe to work in the time domain and in
the frequency domain as well.

A delay free, non-causal filter method in the freqcy domain has been chosen (phase of the
transfer function=0) with an impulse response, Whik symmetric to the time t=0. The transfer
functions are therefore constructed that way, ifhabssible no discontinuities appear in low order
derivations of the transfer function (see appem)ixBy this means very steep decreasing impulse
responses can be achieved and errors can be refuaedinimum, which are caused by cutting the
impulse response to a predefined length. Thus ite i relatively short impulse responses very
steep filter slopes can be achieved.

The following method is used for the constructioh am optimized transfer function (see
Slatky [37] and appendix D):
- Definition of cut-off-frequencies, construction thfe raw transfer function with the help of

a "function kit" (straight line segments, Cosin&dtions, exponential functions, Gauss-
functions et.al.),

- if necessary, smoothing of the raw transfer fiorct(sliding average with selectable
averaging window),
- Fourier-Transformation to evaluate the impulsepoese,

- Cutting the impulse response to a predefined kemgth the help of a window function
(selectable from the "function kit"),

- Transformation back to the frequency domain wititcréased frequency resolution,
controlling the results.

The filtering is performed by an adapted OverlagAdgorithm. The method of the frequency
transformation depends hereby on the desired stgpel real FFT for generating real time signals,
complex FFT for generating analytic time signalsmplex FFT of frequency shifted signals for
generating of modulation functions or down samgledlytic time signals.

Hereby the following demands have to be met comegrthe transfer function of the critical
band filters:

- Cut-off-frequencies and bandwidths according tacker [52] (appendix B),

- filter slopes corresponding to psychoacousticalasneed masking functions (low
frequency slope 30..100 dB/Oct, high frequency slop to 300 dB/Oct), simulated by
corresponding exponential functions,

- short impulse responses (implemented with lengéiew 30 ms).
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7.1.2 Generation of theanalytic Time Signal

The Cocktail-Party-Processor-Algorithms (chapteartd 6) are based on the analysis of the
analytic time signal:

- Analytic and real time signal are two descriptimmethods for the same signal context (the
real time signal is the real part of the analyitivet signal).

- For sampled analytic time signals the amplitudedtie frequencie®f,<f<f,,; are equal
zero. Data reduction for bandpass filtered sigig|sossible via frequency transformation
and reduction of the sampling rate.

- Amplitude and phase of harmonic oscillations amvled independently as amplitude and
phase of the analytic time signal. Signal analysethods, which evaluate mainly the
envelopes of the source signals, are eased aft@mplitude generation or conjugated
complex multiplication for phase and carrier eliation).

Since the frequency transform of the analytic tgigmnal matches to the corresponding real time
signal in the range<f<%f,,, and becomes 0 in the range,;<f<f,,;, the analytic time signal can
be evaluated from the real time signal easily. phecessed real time signal can be obtained by
extraction of the real part (for analytic time sagwith the same sampling rate) or with the help of
Fourier-Transformation-Methods (see chapter 7.2).

7.1.3 Data Reduction

For band pass signals, which are limited to thequemcy rangef,i,..fnax (A(f)=0
for f<fin, >fmax), the analytic time signai(t) and the Fourier-Transfori(f) result to::

f
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a() = f with  G(f) = A(F+Hpi)

g(t) - ejznfmint
a(t) corresponds to the modulation of a complex caefdimint with an analytic time signai(t),
which is limited to the frequency rangef,,,-fmin- If the frequencyf,,, is known, the function

a(t) can be described by the functigf) without any loss of information,.

a() (7.1.3/1)

For a sampled function(it,,;) the following sum term resulf,,= sampling frequencyt,,=
sampling periodN=Length of the Fourier-Transformation):

"imax j21i n/N
alitap) = ZA(nf) ' 1

nmln
Where: npaxfo>fmax:  NminfoSfminifo=fapt/N:

i y Nmax Nmin o7t 1/
a(ityy) = MmN 2 3 g(nfy) 2T VN

with  G(nfp) = A((n+n,)fo)
n=0
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Fig. 7.2: Transformation of the input data
a(itgp) = XM N it (7.1.312)

For a full description of band pass filtered signahly the knowledge of the lowest frequency
and of the complex modulator functigfit,y,) is necessary. The modulator functig(t,,,) can be
obtained by transforming the filtered time siga. )

A(itapy) = e-jzmmini/N a(itapy)

The functiong(it,y,) is limited to the frequency ran@e (ny,ax-Nmin)fo.- According to the sampling
theorem the information content is ensured, wherfahowing sampling frequency is provided:

fabtg = 2(Nmax-Nmin)fo = Ng/N fapt

tabtg = N/Ng tapt ; Ng=2(Nmax-Nmin)

If the length of the Fourier-Transfori is a whole-numbered multiple &f;, a down sampled
versiong'(ktapg) can be constructed fromit,,) by using only eachNy/N) )-th sample. Then the
functiona can be described completely ddyn,,;i, andt

Using a bandpass filter bank with bandpasses afiiefsteepness for critical band filtering the
over all data rate of all filtered signals wouléystconstant when applying this down sampling
method. Using critical band filters from appendiaBd allowing an interference level of -80 dB the
resulting over all data rate will be two-times wupthree times the data rate of the original signal.
Using conventional digital filters for 24 critickland filters with a sampling rate of 40 kHz and
16 Bit resolution (80 kB/s) the resulting over-aata rate would be about 2000 kB/s. If the
sampling rate of the critical band signals wouldrbduced, according to the highest appearing
frequency, the over-all data rate would decreasabtmut. 600 kB/s. Applying the down sampling



-91 -

method as described above data rates of about B80dan be reached with the same filter
characteristics.

After processing the signal(k typig) the sampling rate has to be converted again. igin@lsmust
be transformed into the original frequency rangeritiplying it with the carrieel2Tmini/N_ The
entire processed signal can be obtained by addliofjtaese bandpass signals (see Fig. 7.2).

Apart from that , this method for data reduction dayrier elimination is quite similar to the
methodology of the Fourier-Transform. In order tbtan amplitude and phase of a certain
frequencyf, the Fourier-Transform shifts the signal frequetityt way, that the frequenéywill
become the frequency 0 Hz (demodulation). Amplitadd phase result from an integration over
these that way achieved constant values, wherdbynating components, which originate from
other frequencies, are averaged out.

A= | an M g

|
|

averaging signal demodulation:
at f'=0 transformation to f'=0

7.2. Processing of the Output Signals

7.2.1 Requirementsto a Re-Synthesis-Unit

A re-synthesis unit has the following functions:

- generation of processed ear signals based on shmators of the Cocktail-Party-
Processors

- distribution of the processed ear signals to #eded number of output channels
- combination of critical band ear signals to preeesbroadband signals.

Fig. 7.3 shows the block diagram of a re-synthesis

The following requirements shall be fulfilled by it
- The method should be as fast as possible.

- The signal distortions should be as low as possaspecially non-linear distortions should
not appear.

- The binaural information of the input signals skidoe preserved.

- Depending on the kind of continuation of the asmlydifferent types of resulting signals
should be available as real time signals, analytie signals or frequency transformed
analytic signals.
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Fig. 7.3: Generation of time signals from the estimators of a Cocktail-Party-Processor

7.2.2 Alignment of the Input Signalsto the Signal Estimators
Generation of Estimatorsfor the Ear Signals

Output of Cocktail-Party-Processors are estimédtmra "center of the head" (chapter 4.1) related
signal of the desired direction. The needed estimdbr the ear signals can be evaluated from this
with the help of the corresponding free field owgar transfer functions. These ear signal estirmator
a,'(t),a(t) describe for e certain time window the amplitudeh® desired direction signal at the
ears.

The re-synthesis unit shall modify the analyticdisignals of the ear signals, which are available
at the input of the model, in such a way, thatdasihe time windO\/\sz, where the ear signal
estimators are valid, the power of the ear sigoaisesponds to the estimated power of the desired
direction.

Generation of Weighting Factors

Hereto for each time window weighting factog), g,(t) are evaluated, which correspond to the
quotient between estimated and existing ear sigoaler. By multiplying the input signals with
these weighting factors, the input signals shalbbgned to the estimators (Fig. 7.4). Design and
characteristics of this method correspond to thenafi-Filter-Algorithm, which has been presented
by Bodden/ Gaik [9]
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For these time dependent weighting factors thedohg requirements have to be fulfilled:

- The weightings factors must not be bigger thaAid.estimated signal power, which is
bigger than the power of the ear signals is a gfgstimation errors.

- In order to avoid non-linear distortions the chamgte of the weighting factors has to be
limited. For signals with a limited bandwidth thexmmal change rate of the envelope may
not exceed the maximal slope of an oscillation \@ittendwidth corresponding frequency.

- In order to transmit the signals inside the caitiband completely the time window for
generating the weighting factors must be biggen tihe period of the lowest frequency of
this critical band.

As a consequence, a post-processing of the weggli#ictors is necessary, e.g.:limiting to a
maximal value of 1 and averaging over several sylEsg estimation intervals. In order to avoid,
that individual estimation errors have an influenoe the processed data, estimations and
weightings should be performed with overlappingetiwindows.

The method is applied as follows (Fig. 7.4): A &apid or triangle formed window function is
assigned to each estimator with the estimated wiamfactor as the maximal value. The length of
the trapezoid window (measuring point: 50% of theximum) corresponds to the estimation
interval 2T ,. Attack and decay are dimensioned, that a suffiiesmooth fade over from the
previous and to the subsequent estimator is aathidf/g@ossible, estimations are performed with
overlapping time intervals. By overlaying and ageng of the weighting factors a corresponding
weighting function is generated.

The resulting weighting functions adapt well totfaggnal modifications (maximal delay =
2 window sizes). They describe the signals venabéd as well, caused by a big number of separate
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computations (for 90% overlap the weighting factofslO estimations are averaged). Additional
signal distortions are avoided (click free faderage to smooth trapezoid slopes).

By multiplying with these weighting functions theput signals are adjusted to the estimated
values.

Characteristics of the Re-Synthesis-Algorithm

This method for adjusting filtered input data isgrinciple an enhancement of a method for
suppression of interfering speakers with a knowgmaito-noise-ratio, which has been applied by
Bodden/Gaik [9].

When using data reduction algorithms (chapter Y th& sampling rate of the weighted signals is
reduced. By transposing these signals inside tbguémcy domain to higher frequencies (time
synchronous complex multiplication with the inilyallemoved carrier signal) signals with the
original sampling rate can be generated. From thiggmls broadband time signals can be generated
again by merging the signals from all critical bend

This re-synthesis method has the following charasties::
- By using the original input signals the fine sture of the ear signals survives.

- The processing of analytic time signals allowslatively fast synthesis for data reduced
signals.

- The main signal processing step is the engravinthe estimated signal power into the
input data (Wiener-Filter-algorithm, see above)isTinethod is very flexible. When using
appropriate estimation methods also phase- or émgyuestimators could be engraved into
the analytic time signals by a simple complex nplittation..

- By limiting the modification rate of the weightirfgctors and by using a sufficiently long
weighting time nonlinear distortions can be avoided the total frequency range of the
critical band can be transferred.

- By modulating the input signals rather slowly witte weighting factors the fine structure
of signals, the signal spectrum and the signalsgmhaurvive. This is especially important
for binaural speech processing.

With this method the original mixture of sound stmis transferred with the power of the
desired signal. This approach is quite similar lte vocoder technique, where an intelligible
transmission of speech can be achieved by transgtinly the signal envelope in critical bands
and only basic information about the carrier signa¢eds to be transferred (tonal signal with a
corresponding pitch or noise). If, like here, thegimal signals are used as carrier signals, the
transmitted carriers match to the desired signaldfmminant sound sources (positive signal-to-
noise-ratio). For low desired signals and negatignal-to-noise-ratios the carrier signal of
interfering sound sources is used, which impaiesstbund of the processed signal but affects speech
intelligibility less.

Since the signal fine structure is transmitted amgfed, the Cocktail-Party-Processor-System can
be used as a pre processing unit for other anabsiks. In principle the system is also suitabte fo
the preprocessing of microphone array signals.eSine signal phases remain unchanged and since
there are no transit time deformations when udnegctitical band filtering as described above, the
output signals of the system can be processedrby &chniques in order to achieve additional
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signal-to-noise-ratio improvements for the desideaection. Cocktail-Party-Processor technique
and array technique are useful complements for e#toér, because for low frequencies a Phase-
Difference-Cocktail-Party-Processor with small dimsiens achieves good results, but linear arrays
must become very big, to achieve a good directieffatiency. A further possibility would be to
pre-process dummy head recordings by Cocktail-HRubgessors, in order to achieve additional
signal-to-noise-ratio improvements for binauralomeiings and to concentrate the recordings to
signals of distinct directions.

7.2.3 Reducing the Number of Output Channels
If less output channels than input channels ardetwgehe following methods can be used,;

- Combination of output channels:

The signals of the output channels have to berditavith the corresponding inverse free
field transfer function, in order to compensatedinelays and level differences for the
desired direction. When these transformed signatisowt phase or level differences are
added up, the signals of the desired directioraarglified while signals of other directions

are less amplified or attenuated. This additioradfit for the desired direction is not very
big, if there are bigger interaural level differeac this method yields more benefit for
stereo microphone arrangements or microphone arfagaatively exact estimation of the

desired direction is essential, because othervheedesired signal could possibly be
attenuated at higher frequencies (comb filter éffec

- Transferring of output channels with maximal signal-to-noise-ratio
The weighting factors for the channels represeatettimated signal-to-noise-ratios. From
it the channels with the maximal can be select@gceSthe signal-to-noise-ratio can be
maximal at different channels in different critid@nds, the interaural differences have to
be compensated, too, before the channels of diffemgtical bands are combined to one
resulting signal. This method is very robust, fatstimations for the input direction and
the signal power have not much influence on thegssing of the desired signal.

7.2.4 Generating the Time Function from Samples of the analytic Time Signal

As a result there are analytic time signals insidkical bands with a reduced data rate and with a
power, which has been adapted to the desired sijnalcorrection of phases or time has been
carried out, this has to be taken into accountatfbllowing processing steps by correction the
transformation time.

The real time signal can be generated with the bélan inverse method to the procedure of
Fig. 7.2: For data reduced critical band sigigis, ) there is only complex information about the
envelope within the frequency ran@e(f,.-fmin)- Through the transformation into frequency
domain a signal with a periodic spectrum resultdvei period ofl/(f,.-fmin). The data rate is
increased to the original values by generatingva fnrequency function, which corresponds to the
spectrum above in the frequency range..(f,.xfmin) @nd is zero in the frequency range
(fmax-Tmin)--fapt-  BY shifting the frequency range..(fax-fmin) BY fmin the data are transformed to
the original frequency range, resulting into thecdpum of the analytic time signal.

The real time function can be generated from trextspm of the analytic time signal with the
help of the real inverse Fourier-Transformationr{oring the spectrum a&ktf,,;). The processed
real time signals inside critical bands can be daetbto a processed broadband signal by a simple
addition.
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7.3 Overall Presentation of the Cocktail-Party-Processor Model

7.3.1 Moded Structure

Fig. 7.5 shows for one critical band an overvievowthbthe processing stages of the proposed
Cocktail-Party-Processor model. (Total compositodrthe model in Fig. 7.1). The kernel of the
Cocktail-Party-Processor is build by the Phasedpéiice-Cocktail-Party-Processor (chapter 5) for
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Fig. 7.5: Overall presentation of the binaural processor.
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analyzing the interaural cross product and by thevel-Difference-Cocktail-Party-Processor
(chapter 6), which analysis the amplitudes of the signals. The combination of the resulting
estimators takes place within a joining stage atiogrto chapter 6.4. Although the algorithms are
able to estimate input directions of sound sou¢ses Fig.5.7), it has to be specified from outside
from corresponding model (chapter 8), which of plessible directions shall be used as the desired
direction for processing. After a desired directias been specified the estimators can be mapped
onto this direction and be corrected correspongifchapter 5.6 and 6.3). Pre- and post-processing
of the signals are performed according to this tdrap

7.3.2 Capabilities of the Cocktail-Party-Processors
Test Conditions

The capabilities of the model shall be demonstratemh example. Speech signals of a male and
of a female speaker (2.7 s continuous text) haea lbecorded in the free field (anechoic chamber)
mapped on different directions by using simplifiéicbe field outer ear transfer function
(appendix C) and mixed together to ear signals diiflerent interaural parameters for each speaker.
In this simulation the signals of the female speakere presented without interaural differences,
the signals of the male speaker were presented thhemight with an interaural time difference of
400pus and corresponding interaural level differencesdeding to appendix C). Desired direction
was the direction of the female speaker. Tests baea performed with 3 different signal-to-noise-
ratios 0 dB, -10 dB and -20 dB. The specified digoanoise-ratios are related to the total enerigy o
the 2.7 Seconds lasting speech signals.

Taking as an example the Phase-Difference-CocRtaity-Processor, the capabilities of the
developed algorithms shall be demonstrated. THewiolg system parameters have been used for
the test:

- Slight data reduction when generating of the amalyme signals of the ear signals (one
sample per period)

- Time constant for the evaluation of the statistiparameters of the interaural cross
product: 20 ms,

- Evaluation of new estimators: once per 1 ms,
- Averaging time for estimator generation: 20 ms,
- Width of the directional lobe (lock-in-rangef0.1rt (corresponds t&18°),

- Correction method for estimators differing frometdesired direction: "Valid Estimator
Range"(chapter 5.6),

- Window type for adapting the analytic time signalghe ear signals to weighting factors:
Triangle,

- Method for reducing the output channels: Selectibthe channel with the biggest signal-
to-noise-ratio (here: left ear signal).
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Fig. 7.6: Processing results of the Phase-Difference-Cocktail-Party-Processor
for 2 speakers in the free field; 2.7 s continuous text
interaural time difference of the direction of the interfering speaker: 400 us
interaural time difference of the direction of the desired speaker: 0 Us
signal-to-noise-ratio of the desired signal: 0 dB
top: left ear signal
middle: processed signal
bottom: undisturbed desired signal

Results

Fig.7.6, Fig.7.7and Fig.7.8show the results of the direction selective preices (processed
signals) together with the left ear signal, whishused by the re-synthesis unit for generating the
processed signal, and the undisturbed desired IsiPesired direction was the direction of the
female speaken£0).

Fig.7.6 shows the results of the direction selecfivocessing if desired and interfering signal
have the same level. Although the ear signals ssimang influences of the interfering speaker
(upper figure), these influences are nearly coreptetliminated in the processed signal (middle
figure). The processed signals corresponds neathetdesired signal (lower figure).

The acoustical quality of the processed signaludged as rather high. The loudness of the
interfering speaker is reduced drastically.
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Fig. 7.7: Processing results of the Phase-Difference-Cocktail-Party-Processor
for 2 speakers in the free field; 2.7 s continuous text
signal-to-noise-ratio of the desired signal: -10 dB
other conditions, see Fig.7.6 and text

top: left ear signal
middle: processed signal
bottom: undisturbed desired signal

If the signal-to-noise-ratio for the desired sigimhegative, like in the situation of Fig.7.7, the
interfering signal prevails in the ear signals (@ipfigure). By the direction selective processiiig o
the Cocktail-Party-Processor the interfering sigmi#th a 10 dB higher level, can still be suppressed
When comparing the processed ear signal (middigrdigwith the ear signal of the undisturbed
desired signal (lower figure), the processed sigaatesponds mainly to the desired signal, even
though there are already some errors at certaimgoi

The acoustical quality of the processed signal nesnguite high The speaker of the desired
direction is perceived louder than the interferspgaker.
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Fig. 7.8: Processing results of the Phase-Difference-Cocktail-Party-Processor
for 2 speakers in the free field; 2.7 s continuous text
signal-to-noise-ratio of the desired signal: -20 dB
other conditions, see Fig.7.6 and text

top: left ear signal
middle: processed signal
bottom: undisturbed desired signal

For very low signal-to-noise-ratios of -20 dB, like Fig.7.8, the desired signal is nearly
unrecognizable in the ear signals (upper figuregvédtheless, the Cocktail-Party-Processor
attenuates the interfering signal thus far, thatdinucture of the desired signal (lower figura) ba
recognized from the processed signal (middle figurke structure of the processed signal is & littl
bit similar to the structure of the unprocessetldaf signal for a signal-to-noise-ratio of O dB.

When presenting the unprocessed ear signals acallstihe perceived loudness of the desired
speaker is very low. Within the processed signaldasired speaker has nearly the same loudness

than the interfering speaker.

For further reduced signal-to-noise-ratios therfeténg source prevails in the processed signals,
too. At a signal-to-noise-ratio of -30 dB the dedirsignal is no longer detectable in an acoustical
presentation. But after processing by the CoclRaitty-Processor the desired signal can be

perceived acoustically again.
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Survey

The examples above show, that the used algoritmenalde to improve the signal-to-noise-ratio
for a desired direction even under unfavorable tmrd.

The reason for the possibility, to process sigmath a very low signal-to-noise-ratio, is mainly
founded in the fact, that the algorithms base dhrsmurce-model, that therefore all sound field
parameters are interpreted as the result of tlesfaming of two sound sources or two frequency
lines. Therefore small variations of the sounddfipirameters of a dominant sound source, which
are caused by a weak interfering sound sourcestidabe evaluated in terms of two sound sources..

For processing of these about 2.7 seconds longlsign 24 critical bands an array processor
(Stardent Titan) needed about 7 minutes compuiimg {real time facterl50) in a not computing
time optimized test version, whereas the signatgssing inside the 5 lowest critical bands was
performed in real time each. By optimizing the aijons (deactivating of test routines, and graphic
outputs, introduction of function tables, exterwatical band filtering, stronger data reduction,
especially in the higher critical bands) real tinealizations might be possible, at least for each
critical band. Especially by applying data reductioethods inside of critical bands, as discussed in
chapter 7.1.3 (sampling of the complex modulationcfion instead of the original signals) a
reduction of computing time by the factor 3 woulel oossible without a loss of information. The
model is designed in such a way, that each critieald can be processed independently of each
other and that inside each critical band the pings can be distributed onto maximal
14 independent processes, which all can be exeameddependent processors (see appendix F).
Providing a corresponding hardware effort, a reaétsetup of the model would be possible, when
using corresponding signal processor or transpagards and a computing time optimized model
setup.

The desired direction for the Cocktail-Party-Preoes has to be specified externally yet.. One
possible further development task could be, tathice methods, which select the desired direction
of the Cocktail-Party-Processors automatically.tte following chapter possibilities shall be
discussed to construct a processing unit for thectional control of the Cocktail-Party-Processors,
which is adopted to the directional control meckars of the human auditory system.
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8. Control of the Cocktail-Party-Processor

The capabilities of the human auditory system ircg@ieing directions shall form the basis for
controlling the desired direction of Cocktail-PaRyocessors. In this context the perception of
directions in complex sound fields and dynamicéas of directional perception are of special
interest. The criteria of the auditory system felesting the direction of attention can act as an
prototype for a directional control unit of CocHktRiarty-Processors, which detects the desired
direction automatically and keeps tracking it.

8.1. Detection Criteriafor directional Information:
Hearing in enclosed Rooms (Franssen-Effect)

Inside of enclosed rooms localization and dire@lgrocessing of sound signals is quite difficult
for the human binaural system. If the listenerufficiently far outside the reverberation radius of
all sound sources, the human binaural system ¢arding to the experiments of Franssen [16], no
longer able, to localize stationary signals cofyeamhd process them direction selectively (Franssen
Effect).

Inside a room (auditorium) there are 2 loudspeakers at different positions. At the
beginning of the presentation loudspeaker 1 emits a noise signal with a steep
attacking slope. Subsequently the power of this loudspeaker remains constant.
The listeners can localize this loudspeaker easily. During the stationary part of
the envelope the signal is very smoothly faded over from loudspeaker 1 to
loudspeaker 2. Although loudspeaker 2 emits all the sound at the end, the
listener's auditory events remain at the position of loudspeaker 1. This
(mis-)localization remains, even if the test supervisor plugs off the cables of
loudspeaker 1 demonstratively.

This leads to the following conclusions about tigmal processing of the human auditory system
in reverberant environment for sound sources ogitibid reverberation radius:

- The human auditory system is not able, to locadtztionary signals in situations like this
(otherwise loudspeaker 2 would have been localized)

- The human auditory system is not able, to prosesgsonary signals direction selectively in
situations like this (otherwise the loudness of ékesting auditory event would have been
attenuated after fading over).

- But the human auditory system can very well Iamlthe corresponding sound source
during fast signal changes or at signal onsetgdcbtocalization of loudspeaker 1 at the
beginning of the experiment).

In complex sound fields, like in big enclosed roomhere is only for a few moments directional
information available, which can be interpretediwy auditory system. If in all frequency bands the
power of the reflections is bigger than the powkethe direct sound of the sound source, then the
auditory system can neither determine the direcdiad the signal characteristics of the sound
source, nor process the direct sound of this salireetion selectively.

For localization and direction selective processhegauditory system is therefore dependent on -
at least- short time frames, in which the directrgbof one sound source prevails and is evaluable.
Possibly these time frames have also to be usexljaloate signal-to-noise-ratios or to evaluate the
power of the echoes and reverberation, respectivEigse time frames are characterized by
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attacking slopes of the envelope - at least in sémguency bands. Wolf [49] has used these
properties to build up a localization system faurss sources in enclosed rooms.

If the direct sound prevails, the variance (relatedhe displacement) of the interaural cross
correlation function is small. The signals can bealized. If reverberations prevail, the variance
increases. Based upon this Allen/Berkley/Blaugricldnstructed a de-reverberation system, which
attenuates or suppresses by variance-controlleghiweg factors those signal periods, where the
interaural variance is big and therefore reverl@matdominate.

During attacking signal slopes with prevailing direaound the Cocktail-Party-Processors of the
signal processing model above deliver estimatots thie interaural parameters of the direct sound
with only a small directional variance. (estimat@atsdominant sources, chapter 5.5 and 6.2.5).
Therefore the variance of the directional estimmaitan be taken as a detection criterion for time
frames with evaluable directional information.

This detection criteria corresponds to applying slepe method of Wolf [49] onto Cocktail-
Party-Processor-Models. Applied to Cocktail-Pantgdessors improvements in detection could
possibly be expected, since those attacking slopleish are caused by the interference of several
sources with different instantaneous frequencias$ \@hich come along with bigger directional
variances, would not be detected (for example fiatiexg of mirror sound sources of signals with
variant short time spectrum and different time gela

Compared with the pure variance method improvememitd be expected, too, because a couple
of signals with variant interaural cross correlatimnctions will now become interpretable. For
example interaural beats, which appear at the fermrce of two signals with different
instantaneous frequencies, would now be interprasettvo sound sources with invariant directional
estimators. The methods of the variance analysishenwever, taken over for the weighting of the
estimators. Variant estimators with a broad werghfunction (compare chapters 5.6 and 6.3) give
an indication, that these estimators are the refule interfering of reflections and reverberatio
which should be ignored for the directional analysi

With the help of the Cocktail-Party-Processor mdtlsignal onsets (attacking slopes) of the
direct sound can be tracked even into the areaady eeflections.. As long as only one early
reflection is present, the sound situation is a&@isource-problem, which can be exactly solved for
both sources with the help of the Cocktail-Partge@ssor-Algorithms: If the total power of all
reflections is smaller than the power of the dirsotund, the direct sound can be evaluated as
dominant source deeply into the "reflection hill".

8.2. Dynamical Effects of Direction Detection: The Precedence-Effect

The Precedence-Effect describes the perceptionirettobns when presenting signals from
different directions in a close temporal sequerfoe example direct sound from one direction and a
reflection from another direction.

The perception depends on the temporal sequentdrett sound" and "reflection”. If the time
between two directional information is less tham tileximal interaural time difference (<1ms), sum
localization appears, and an "averaged" direcsgperceived. (see chapter 4.2). If the time between
direct sound and reflection is bigger than the ettireshold, the directions of both signals are
perceived. The echo threshold depends on the spe@nd the dynamical characteristics of the
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signals. In the zone between sum localization aeb éhreshold "normally” only the direction of
the direct sound is perceived ("law of the firstvearont”). The spectral characteristics of the
"reflection”-signals are mapped onto the directbthe direct sound.

Investigations of Cliffton [11], Wolf [49], Blaudol [8] give the result, that the Precedence-
Effect does nor always follow the "law of the fingave front”, but depends on the used signals,
their temporal sequence and their history. The saimgeal configuration of direct sound and
reflection can one time lead to the perceptionre mput direction ("law of the first wave front"),
but the other time after a certain history (directiof the reflection is previous direct sound
direction) lead to the perception of both directidhis means:

- The human auditory system is in principle ablep¢oceive in signal configurations of the
Precedence-Effect (fast sequence of two differeettional information) the directions of
the direct sound as well as the direction of tifeecdon and to process the both related
signals direction selectively.

Since the manifestation of the Precedence-Effepeni@s on the history and since the essential
signals can date back some seconds, the PreceB#aceseems to be the result of interventions of
"higher perception layers" onto the determinatibthe desired direction and seems therefore to be
a consequence of controlling the direction of diten The Precedence-Effect can therefore give
insight in the controlling mechanisms of the augiteystem and act as a model for the control of
Cocktail-Party-Processors.

The Precedence-Effect could be interpreted asvistloThe auditory system determines a
direction, to which attention shall be paid andvtuch the auditory system internal Cocktail-Party-
Processor is oriented. As long as the binauralesystannot deliver a reliable directional
information, the present desired direction is kéipa reliable estimation of the input direction is
available (for example at attacking slopes of digmsets) the control unit must decide, whether the
detected direction shall be taken as a new desimetttion or not. Experiments concerning the
Precedence-Effect can so give insight into the silgeicriteria of the binaural system for taking
over a direction as the new direction of attention.

8.3. Description of the Precedence-Effect by a binaural Cocktail-Party-Processor -
M odel

"Law of thefirst Wave Front"

In experiments concerning the Precedence-Effectefample clicks of some milliseconds
duration are presented from different directionshwdifferent delays, in order to investigate the
influence of direct sound and reflections ontopkeception.

Before the first reflection arrives the sound figddonly determined by the direct sound. Input
direction and signal characteristics can be detexthieasily. The interaural cross product (or the
interaural cross correlation function) show onlgraall directional variance. The direction of the
direct sound can be kept in mind as a reliablelioea direction.

When the first reflection arrives, the signals okdt sound and reflection interfere inside each
related critical band. The variance of the crosglpct increases. But the Cocktail-Party-Processor-
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Algorithm as described above, is able to deterntireepower and input directions of direct sound
and reflection.

If there was no reliable directional informationfdre starting the presentation, the directional
control unit takes over the analyzed direction loé irect sound period as the new desired
direction. Since the system is now oriented on® direct sound direction, the direction of the
reflection is now suppressed as a unwanted directiue to the bigger variance of the cross
product the directional information of the reflectiis now classified as unreliable, and a new
orientation of the system will not happen. The lesuthe "law of the first wave front".

Exceptions of the" Law of thefirst Wave Front"

During the presentation of the direct sound atoébginning of the Precedence-Effect signals there
is always a time frame with low interaural variarmcel therefore a surely localized auditory event,
which could lead in principle to a new orientatmfrthe system..

If identical sequences of direct sound and reftectire presented, like at the experiments to the
exceptions of the "Law of the first Wave Front"e timformation about the desired direction seems
to consolidate. If then a signal pair is presentdugre the directions of direct sound and reflectio
are swapped, both directions are perceived, tleetiin of the new reflection as the former desired
direction and the new direction of the direct soasdan additional reliably localized direction as
well.

If the new combinations of direct sound and refteciare repeated, 2 auditory event directions
are perceived until the system control takes olwvermew direct sound direction as the new desired
direction. After that the directional informatior the reflection is suppressed again and the result
corresponds again to the "Law of the first WavenEto

Blauert/Col [8] repeated experiments to this effacswapping the directions of direct sound and
reflection continuously. At the first swaps of tdeections of direct sound and reflection are
perceived both. But after some swaps the perceptiemt to the "Law of the first Wave Front”
again.

The time constants for directional control seematlapt to the sound field situation. At the
beginning of the experiment, described above, eglcbly localized direct sound direction is taken
over as new desired direction, after a swap thection of the reflection is also perceived as a
signal from the old desired direction. When contimsly changing the direct sound direction the
auditory system seems to shorten its "memory tina@sl' change its strategy to "continuously new
orientation”. As a consequence, the directionfiefreflections are no longer perceived.

Echo Threshold

If direct sound and reflections do no longer irgegfin particular critical bands, the variance is
low, when the reflection appears, and the directibthe reflection can be considered as a reliable
input direction.

Inter-Relationships between Critical Bands

According to investigations of Blauert/Divenyi [6he Precedence-Effect also acts across the
borders of critical bands. According to Blauerakt]7] direct sound in the frequency range around
1 kHz can suppress the directional information effections in other frequency ranges, but the
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reciprocal influence can not be observed. For dilegluency ranges the impacts across critical band
ranges are reduced..

The frequency ranges for direct sound and reflastidlo mostly not overlap at these
investigations, there must have been invariantctoral information in the frequency range of the
direct sound and in the frequency range of thecéfins, so that in principle for both directions a
new orientation of the direction of attention midpet possible.

Reliable directional information is therefore weiggh frequency dependently. They only lead to a
new-orientation of the system, if there is no cadictory information from other more important
frequency ranges.

8.4. Consequencesfor controlling for Cocktail-Party-Processors

The input signals for a control unit for Cocktad+®/-Processors are the estimators for input
directions and signal power, weighted by a proligifiinction.

The most important task for a control unit is tlededtion of time periods with a low variance of
the interaural cross product (direct sound detegtiBignal directions and signal power, which have
been detected during this time period, should bedaled to upper model layers.

If there are several low variance estimators feagn different critical bands) the control unit has
to decide, which direction shall be taken overresdesired direction of the system. Criteria fas th
decision can be: Reliability of direction detectiamportance of the related frequency range, hystor
(frequently detected directions are rated as velable information) as well as the support of
certain directions by other information sources.(Bxample optical information, intentional
decisions).

When a new input direction is taken over as a neswirdd direction, the variance of this input
direction is used to build up threshold criteria faccepting new input directions. A desired
direction is kept or enforced, if it is confirmeg bdditional reliable directional information (for
example by low variance estimators from severdicati bands). If there is no confirmation for a
certain time period, then the acceptance threshbeltteases and the direction of other reliable
information, for example low-variance-estimators @her input directions, can be taken over as
the new desired direction.

The time period, for which a desired direction dem remains valid, can be modified signal
dependently. If a detected input direction is cdesed as important, but changes frequently, the
system can also switch over to "permanent new tatiem".

After the decision for a desired direction has besde, detected directions, which do not
correspond to the desired direction, are not fotledrand ambiguous analysis results are examined,
whether they could possibly contain portions of desired direction (see chapter 5.6 and 6.4). But,
nevertheless, strong low-variance signals can bsafaled to upper layers, even if they do not
match to the desired direction.

The frequency dependence of the Precedence-Effatt be incorporated by a frequency
dependent weighting of the estimators from diffei@itical bands..
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8.5. From Processor Control to a Precedence Processor

Information about the power of the direct sound ahdhe background noise can be evaluated
during attacking slopes or during time periods wittiariant interaural cross product estimators.
These estimators can be considered as a refer@neediuating signal and noise levels during time
periods, where, caused by reflections and revetlibarano reliable estimation is possible.

As so called Precedence-Processor, which recondisdssource and noise parameters during
attacking slopes and extrapolates this informataninto the reverberation field (quasi as a pre-
adjustment for time periods with unreliable direntl estimation), such an algorithm could be
introduced as third Cocktail-Party-Processor typesides Phase-Difference-Cocktail-Party-
Processor and level difference Cocktail-Party-Pssoe
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9. Conclusion and Per spective

Central issue of the here present paper is thesiigation of algorithms for a direction selective
processing of sound sources.

The basis for the design of signal processing dlgos have been psychoacoustical experiments,
which have given information about the signal pesoeg of the human auditory system at the
presence of multiple sound sources. The questidheske experiments has been, up to which grade
of similarity signals can be processed directioecerally. The investigation have been carried out
on the one hand in the frequency range below 8QOntere the auditory system determines the
direction by evaluating interaural phases, and e dther hand in the frequency range above
1.6 kHz, where the detection of directions is basedhe analysis of interaural group delays and of
interaural level differences.

In the frequency range below 800 Hz test persomsdcdetermine the input directions of two
sound sources correctly, even for relatively lognai differences, for example for sinus signals of
500 Hz and of 530 Hz, and for example for two irelegent noise signals with 7% relative
bandwidth and 500 Hz center frequency. For thegeat a majority of the signal power is
concentrated in one critical band. The test persare able, to determine the relative pitches ef th
localized sources (higher/lower than other sourees) to assign a corresponding loudness to the
localized signals as well. But the sound of thenslbsources not be determined correctly. This was
only possible, if the (center) frequency differeeseeeded a critical band width.

In the frequency range above 2 kHz two sound ssungth different directions could only be
localized correctly for frequency differences abaveritical band width. Then a correct assignment
of pitch, loudness and sound to the localized timaavas possible, too.

Assuming, that the critical band is the smallestlysis band, which is used by the auditory
system for evaluating directions, then a directioselective analysis without "Cocktail-Party-
Processor-Mechanisms" would only be possible,dfdignals of different directions are located in
different critical bands. This means, that the trgisystem would use Cocktail-Party-Processor-
Mechanisms in the low frequency range, where thditaty system evaluates interaural phase
delays, but not in the high frequency range, wlmaeraural group delays are evaluated. Therefore
the characteristics of this auditory system intepracessor would be as follows: evaluation of
interaural phases, determination of input directiamd loudness of (at least) 2 sound sources in
parallel, no directional selective analysis of sigeounds, this implies, that there is no direction
selective separation of phase or spectral infoonati

Technical models, which shall reproduce the propemf the auditory system, must therefore
include similar functionality than the proposed ity system internal Cocktail-Party-Processor.
Functions, which would fulfill these requiremerase for example: the interaural cross correlation
function (analysis of real signals) and the inteshaross product (analysis of complex analyticetim
signals). For both functions Cocktail-Party-Proocesslgorithms are presented, which can
determine input directions and signal power for imterfering sound sources from the ear signals.
The cross correlation function uses a method irfruency domain, the cross product in the time
domain.

Major issue of the here presented paper is theigésa of a Cocktail-Party-Processor, which is
based on the analysis of the interaural cross ptodinis method can be described mathematically
easily, can be computed rather fast, and reaciskiguon signal changes. With the help of the
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interaural cross product interaural beats are amdlywhich arise, when signals with different
spectra interfere. The statistical parameters efitieraural cross product are used, to determine
power and input direction of two sound sourcescWltian generate such kind of beats.

The specialty of this binaural signal processinghoé, the Phase-Difference-Cocktail-Party-
Processor is, that a 2-source-approach is usedddeling the binaural interactions. Input direction
and power of two sources can be analyzed simulteshg@nd the parameters of one source can
even then be evaluated, if an interfering sourceh wiiuch bigger power is present. Using this
method, improvements of the signal-to-noise-rafiau to 20 dB can be achieved, and even for
speech signals with signal-to-noise-ratios of -BOadidible improvements of the signal-to-noise-
ratio can be reached.

For complex sound fields (more than 3 sound sourgeflections and reverberation)
improvements can be achieved by this method, iptheer of the desired source exceeds the power
of other sources for dedicated time periods oredichted frequency ranges or if the desired source
is at least the second strongest sound source idomsource). By using additional estimation
algorithms it is possible, however, even for weasited sources and complex sound fields, to
suppress other individual dominant sources, tonegé the possible power of the desired source and
to track it, But the estimation errors grow hereside such complex sound fields also the human
auditory system is no longer able, the localize kwsaund sources correctly and process them
direction selectively. (see reduced BILD in revedmt environment, Franssen-Effect).

The used Cocktail-Party-Processor-Algorithm is abte, to process single channel signals and
interpret it as the interference of two signalshwdifferent spectrum. This property is utilized for
constructing the Level-Difference-Cocktail-PartyeBessor. Here the envelopes of both ear signals
are analyzed separately, and estimators for sigmakr and input direction of two sound sources
are evaluated by an appropriate interaural comioimatf these monaural estimators.

The properties of this processor are quite simtlarthe Phase-Difference-Cocktail-Party-
Processor: Power and input direction of two statignsound sources can be estimated even at
negative signal-to-noise-ratios. The parametedoaiinant sources in complex sound fields can be
determined. Even here post-processing-methods €doumd, which allow to estimate the possible
power of weak desired sound sources in complexdbalus.

For broadband analyses at the natural ear distdmaths Cocktail-Party-Processors have to be
combined. The Phase-Difference-Cocktail-Party-Pssoe produces very accurate results for low
frequencies, where the interaural phase is unarmbguThe Level-Difference-Cocktail-Party-
Processor is especially suitable for analyzing éighequencies, where sufficient level differences
appear.. Within the medium frequency range the LBifgerence-Cocktail-Party-Processor can be
used to correct the errors of the Phase-Differé&bwektail-Party-Processor, as there are ambiguous
directional estimations. The results of both aldonis are combined in a corresponding processor
unit, which selects from ambiguous estimators tlostrprobable ones. At this point also the results
from other information sources can be included ohtectional analysis and signal processing (for
example optical information, previous knowledgesd@dence-Processor).

Psychoacoustical findings could be used to devalopauditory system adapted strategy for
controlling Cocktail-Party-Processors. In analogy the auditory experiments of Gaik [21]
discrepancies between Phase-Difference-CocktafiifPapcessor and Level-Difference-Cocktail-
Party-Processor could be solved by generating nrahaastimators (for example by splitting
contradictory estimators).
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Findings about the Precedence-Effect, which dessrthe dynamical behavior of the auditory
system for detecting directions, could be applied dontrolling the desired direction of the
Cocktail-Party-Processor. Hereby the control styatef the auditory system could be reproduced by
technical means.

For processing complex sound fields with reflecsi@md reverberation a Precedence-Processor
could be constructed, which collects informatioowhthe desired sound source and the interfering
sound field during time periods with reliable diienal information (direct sound time periods) and
which takes this information as a basis for thecessing of time periods without reliable
directional information.

It might be possible to enhance the acousticalyarsalby integrating additional information
sources like optical information (Detection of diiens and of lip movements) and by including
knowledge about the sound source characteristarseffample about possible signal power and
signal spectra <male/female voice, sound charaties?).

The presented Cocktail-Party-Processor-Algorithmgss analytic time signals relatively fast,
and can also process data reduced signals.. Whtle farther improvements of the algorithms, real
time realizations might be possible. By applyingpraypriate pre- and post-processing methods
(non-causal critical band filter without runtimestdirtions, smooth modulation of the signals by the
resulting estimators of the processors) procesgeals of relatively high quality can be produced..
These signals can be used as input signals fardiusignal processing methods.

The signal processing framework of the CocktailrRrocessors represents an adaptive
direction selective filter, whose transfer functimncontinuously adapted to the spectrum of the
signals of a certain input direction.

Since there are no runtime distortions and sineesijnal phases are not changed, the algorithms
could also be used for improving the directiond¢stvity of microphone arrays. For this all output
channels of the Cocktail-Party-Processor have tohgesame (direction specific) damping, in order
to keep the level ratios between the receivershefdrray unchanged. The directional selectivity
could be improved by the processors especialtifenow frequency range. Applying the Cocktail-
Party-Processor in combination with two directiomatrophones the directional selectivity could
be further improved especially in the low frequerayge.

This algorithms could also be applied as a pregssing unit for dummy head systems. The
Cocktail-Party-Processor could evaluated the speufirthe interfering sources and eliminate the
disturbing spectral portions without restricting thinaural analysis possibilities. This means, that
there would be furthermore the possibility to Iisiato the remaining signals, quite similar than to
unprocessed signals.

Instead of a dummy head arbitrary objects coulcedpgipped with microphones, for example
telephone chassises. Precondition for applyingeth@ecessors would be the knowledge of the
transfer functions between the microphones andfréee sound field, analogous to the free field
outer ear transfer functions of the head. By usmudfi microphone arrangements or by constructing
properly adapted housings optimal conditions far pinocessors can be formed, like unambiguous
phase relationships for the Phase-Difference-CddRtaty-Processor or smooth transfer functions
for the Level-Difference-Cocktail-Party-Processor.

With an appropriate microphones placement the PB#terence-Cocktail-Party-Processor
could also be used for broadband processing. ksrptlirpose the microphone placement has to
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ensure unambiguous phase relationships for theesmnefuency range (for example microphone
distances of 20 cm, 5 cm and 1 cm). With such d kih mini-array nearly for the whole audible
frequency range narrow directional lobes can bésael.

Possible applications for such Cocktail-Party-Pssoe methods could be use cases, where a
directional selective signal processing is necgssarequested, especially, where a desired signal
in disturbed by signals of other directions, forample:

- as receiver unit for speech systems (speech rdmoygrsystems, hands free telephones,
recording systems in rooms), for example on micomghequipped objects, in order to
exclude interfering speakers and noise from bewgsterred.

- as hearing aid algorithm for noise suppressioncf@nts with only one functional ear
("artificial binaural system”), for example hearagl spectacles with a mini-array and
Phase-Difference-Cocktail-Party-Processor in ortterenhance the, elsewhere heavily
reduced, communication possibilities in disturbedi@nments.

- as acoustical signal analysis system (noise solmcalization, direction selective
processing of noise sources, acoustical qualitgszssent of rooms/concert halls), for
example as a pre-processing system for microphmagsaor dummy heads, in order to
diagnose noise sources direction selectively andjuige certain sound sources
subjectively.

- for simulating the human acoustical perceptiowvéstigation of disturbance/annoyance of
certain spatial sources, simulation of binaurahgmission systems for example for audio
applications), in order to collect and realize dfffects of direction selective information on
affected persons.

- as binaural model for reproducing the human adalssignal processing, for explaining
psychoacoustical phenomena, in order to obtain medeling opportunities for multiple-
sources- phenomena and to provide a new basis ili@aeuturther auditory system
capabilities for technical applications.



