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Appendix A: An Evaluation Method for Auditory Experiments

For evaluation the results of the auditory expentaeare converted into weighting factors and
the weighting factors for the auditory eveHts of all experiment¥ers and for each test persvi®
are inserted into a 3-dimensional result mas(¥ers,VP,HE).

Such a weighting factor can be, for example, tloalleation rate. Also the answers of the test
persons to other questions (sound, pitch, loudreesspe converted to it.

The weighting factors of different questions carcbmbined via a kind of logical operations. An
AND-conjunction can be realized by multiplying theeighting factors, an OR-conjunction by
evaluating the maximum.

These results can be compared with a referenceitmmndA reference condition can also be
generated from the results of a pre-evaluationdkample, all auditory events with a certain pitch)
The reference conditions result onto a referenceixnR(Vers,VP,HE). In a first step the results of
each test person are classified and summed upaselyafor each reference condition. These
intermediate results are then averaged over dlpessons and over all corresponding auditory
experiments. In this way the weighted results camlitained for each experimental condition (for
example, for each frequency difference).

> S(Vers,VP,HE)
IR
Vers VP

> 3 L(ZS(Vers,VP,HE))
HE

Vers VP

> R(Vers,VP,HE)
HE

Result = with L(x)=0 for x<0; L(x)=1 for x>0

Example: The mean loudness of correct localized auditory events shall be
determined. Then the reference matrix R contains the localization rate of each
auditory event, and the result matrix S contains the product of localization rate
and relative loudness. For each experiment of a certain test person the mean
loudness is evaluated by averaging it over all related auditory events of this
experiment. The total result is computed by averaging over the results of all test
persons for all those experiments, where sound sources could be localized.

The standard reference matRy contains default conditions for a simple, non-coecated
evaluation. It shall assure, that the maximal weiglmains independent from the number of
auditory events, if more auditory event appear thaund sources exist; the weight of all auditory
events is reduced correspondingly. The standaedaete matridR, consists therefore of weighting
factors, which relate the number of appeared andéwvents to the number of sound sourd@s(
Number of auditory eventslso Number of sound sources):

Ngo(Vers)
Max(Nyg(Vers,VP),Ng(Vers) )

Ro(Vers,VP,HE) =

for HE=1...Max( Nyg(Vers,VP), Ngq(Vers) )

An evaluation with the help of the standard refeeematrix leads to a simple averaging over the
results of all experiments.
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Appendix B: Critical Band M odels

There are many investigations concerning the wadtmonaural and binaural critical bands. In
praxis oftentimes the critical band widths of Zweclet.al. [52] are used (see Table B.1), which are
based on loudness investigations.

Up to now there are only few investigations contegrthe exact position of critical bands within
the audible frequency range. The main part of pliser follows the established thesis, that critical
band are positioned in such a way, that a maximlitheosignal power is concentrated within one
critical band (named as model of "maximal excitethdrelow). Subsequently further possible
critical band models shall be presented, identifffor each model the consequences for the cut-off-
frequencies of the critical bands.

Table B.1: Bandwidths of Critical Bands according to Zwicker et.al.[52]

AF Center and cut-off AF _
frequencies Explanation Table B.1:
20 Bandwidths of Critical Bands
90 65 according to Zwicker et.al.[52].
110 90
90 155 nd _ _
200 95 The 2™ column contains possible
95 - 250 o5 cut-off-frequencies  of  critical
100 345 bands, while the 3 column
395 105 contains the corresponding center
108 503 450 110 frequencies and vice versa.
120 560 The both outer columns contain
625 130 the corresponding bandwidths of
130 690 the critical bands.
755 140
145 830
900 150 Example:
160 1060 980 175 When selecting critical band cut-
190 1155 oEL—frequenmes according to the
1250 200 2" column, there would be, for
210 1460 1355 hos example one critical band with cut-
240 1580 off-frequencies of 900 Hz and
1700 255 1060 Hz, with a center frequency
270 1670 1835 - of 980 Hz (3" column) and with a
320 2130 bandwidth of 160 Hz (left column).
2290 350
380 2670 2480 420 When selecting critical band cut-
450 2900 off-frequencies according to the 3"
3120 500 column, there would be, for
560 2680 3400 620 example one critical band with cut-
680 4020 off-frequencies of 830 Hz and
4360 760 980 Hz, with a center frequency of
840 5200 4780 020 900 Hz (2™ column) and with a
1000 5700 bandwidth of 150Hz  (right
6200 1150 column).
1300 6850
7500 1550
1800 8400
9300 2100
2400 10500
11700 2800
3300 13300
15000 4000

17300
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Critical Band Maximal Maximal Margin of
Model Excitation Discrimination Excitation

wemeasmes | MLV AL 474
lower Side-Crit.B / |\ / \

Main Crit.B /“\ /“ \ /||\
upper Side-Crit.B /l \ 1’ \

Fig. B.1: Critical band models

Assuming that the critical bands are formed by domlg hair cell regions of the cochlea, the
following criteria for forming critical bands aresgsible (Fig. B.1):

- maximal excitation: The critical bands are formed in such a way, ti& sum of all
excitations inside a critical band becomes maximal.

- maximal discrimination: The borders of the critical bands are placed ialative minima of
the excitation.

- low frequency excitation margin: The lower critical band margin is placed nextldwest
hair cell with an excitation above threshold.

- high frequency excitation margin: The upper critical band margin is placed nexhighest
hair cell with an excitation above threshold.

Assuming, that the transfer functions of the halsc("Tuning-Curves") can be described by
exponential functions in a first approximation, teitation E' of a hair cell of best frequendy,
normalized on the maximum of excitation, for a sigof the frequencyresults to:

(f)" far  f>f
E'(ff,) =1 1 far f=f
(f/fb)no far f<f Ny.Ng slew rate; Ng:Ng >0

The Tuning-Curves can achieve slew rates of updtdB/oct for the low frequency slope, &
30) and of 30...100 dB/oct for the high frequencysl@<n,<10).

Critical bands are modeled quite easily by comlgrime outputs of those hair cells, which shall
form a critical band. If multiple narrow banded sdusources are present (like at the auditory
experiments of chapter 3), it is assumed, thatekalting excitation corresponds to the maximum
of those excitations, which would result from eathhe signals at individual presentation.. Then
the slopes of these critical band filters are deteed by the hair cells, which are located at the
border of the critical band. Then the transfer fiors of these critical band filters result to:
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(fif)"u far  f <f,
Hf)=4y 1 far  f sf <f
(fO/f)no far f >f, fu.fo lower, upper cut-off-frequency
ny.No slew rate, NyNg >0

Below the consequences of different critical baratiets for the building of critical bands and for
the perception of the signals of the auditory expents (2 sinus or narrow band noise signals) shall
be discussed.

Maximal Excitation

If there are, like in the auditory experiments, &ma of excitation within the width of one
critical band, the resulting total excitation irsia critical band gets maximal, if applies:

E'(fyf1) = E'fof,)

From this and with the help of the quotient of thet-off-frequenciesB'=fy/f, the cut-off-
frequencies of a critical bariglf, can be computed:

(f /)" = (f /)0

f, (fZ/B')no/(nu+no) flnu/(nu+no)

fo = f,B

If  gg=(f,/f,)0> is the half bandwidth of the critical band filter,
qs =(f,/f)9-5 is the half bandwidth of the Signals and
f, =(f, f;)0-> is the center frequency of the signals, then
fn, =(f, f,)0-> , the center frequency of the critical band, restdt

fy = 1, (qglag) M0 (Mt

Maximal Discrimination

Maximal discrimination is achieved, if the cut-dféquency of the critical band is positioned into
a minimum between 2 excitation maxima. This is givéthis cut-off-frequencygfresults to:

E(fgfy) = Efgf)
(fglfp) "0 = (fgff)™

fy = fznu/(nu"'no) flno/(nu+no)

The center frequencies of the lower and uppercetitbandf,,,f,,» result from the center
frequency of all combined signafg as follows:

f1 = 1 qB-l qs(nu'no)/(nu+no)

fm2 = fZ o qS(nu_nO)/(nu+nO)
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L ow Frequency Excitation Margin

The excitation at the lower cut-off-frequency ot tlowest stimulated critical barigh shall
correspond to the excitation at the auditory thokbsBs.

E'(fu1.f) = Eps/ E(f) = E'ys

n 1
(f1/fu)) ¥ = E'ns
[ '1/n
fu1 =f1 Eys 7
The center frequency of the lowest critical b&pgd which is stimulated above threshold, results
then to:

f

V4

f .=
Og ds Eus

ml

Tnu)

High Frequency Excitation Margin

The excitation at the upper cut-off-frequency o thighest stimulated critical bafy, shall
correspond to the excitation at the auditory thokbsB <.

E'(fon,f2) = E'ns

(fon/f2)"0 = E'pis

. 1/n
fon =f Eys™ ©
The center frequency of the highest critical bgpdwhich is stimulated above threshold, results

then to:

. 1/n
fme = f; dgds E'ys’™ ©
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Appendix C: Simplified Free Field Outer Ear Transfer Functions

Free field outer ear transfer functions are highBad specific and have to be measured
individually for each head. If measured values wm&nown, the relationships between interaural
difference and interaural level difference d¢enestimated with sufficient accuracy for each

time

critical band with the help of the polynomial apyiroation according to Gaik [20].

If a rough approximation is sufficient, like forngpble model test purposes, Gaik's polynomial
approximations can be simplified. Formula C/1 angl €.1 show an approximation, which has
constructed from the average of Gaik's polyaloapproximations for 3 investigated heads.
Formula C/2 contains a corresponding approximdiorthe interaural damping=interaural time

been

difference f=frequencyAL=interaural level differencey,B Factorsa=interaural Damping):

aL{v»AT [dBAms]

n

AL(T,f)
a(t,f

Table C.1: Parameters for the Approximation according Formula C/1 and C/2

Critical Band | Frequency [kHz] | A [dB/ms] | B [dB] | Ag[1l/ms] Ba

1-13 0. - 15 - 15. - 1.7
13-16 15- 3.6 22.5 - 2.5 -

16-21 36- 6.4 - 6.25 - 0.7
21-24 6.4 -20 40. - 4.5 -

43

40 -

=i —

=i -

15~

i0

T T T T T
o = 9 [ a2 1oy 12 14 L& 12 =20 === =4

Critical Band

Fig. C.1:Interaural level differences normalized to the interaural time differences,

AL/t for all 24 critical bands ,
------ Polynomial approximation according to Gaik [20] for 3 heads for normalized
interaural time differences (formula 3.1/1) incidence angle +20° *40°and *60°
simplified form according to formula C/1

AT + B fT (C/1)
AL(T,f) In(10)/20dB = AgT + By fT (CI2)
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Appendix D: A flexible Filter Method in the Frequency Domain

Requirementsto the Filtering of binaural Signals

A filter for binaural models has to fulfill the fowing requirements::
- user definable cut-off-frequencies and slopes,
- simple construction of the filter from a givennsder function,
- limited length of the impulse response.
- if possible, no phase or transit time distortions,
- fast processing.
- selectable output signal (real time function, ga@kime signal, modulation spectra).

A filter method was developed, using the Fouriemnsformation in the frequency domain. The
selection of a frequency domain method insteadgifad filters has the following advantages:

- very simple construction of the transfer function.

- easy control of the filter delays by defining fhtease of the transfer function.
- nearly no stability problems.

- fast filtering by using the FFT (Fast-Fourier-Tsgormation),

- simple change of the output signals by selectthgmback-transformation-algorithms (real
FFT, complex FFT, frequency shifted FFT).

With these requirements the following filter algbm was developed:
- Filtering of the signals in the frequency domain.

- Construction of the transfer function of the filtgith pre-defined cut-off-frequencies and
pre-defined slopes by using a "function tool kiGeneral construction requirement:
Discontinuities in the function and in low derivats of the function have to be avoided.

- Selecting a phase of the filter transfer functminzero, results into non-causal filters
without any delays.

- Truncating the impulse response of all filtersth@ same maximal length by using a
preferably smooth function (for example cosine-vanwl

- Examination possibilities for the resulting tragrsfunction.

- Filtering in the frequency domain with the helpasf Overlap-Add-Algorithm, filtering all
critical bands simultaneously.

- Back-transformation of the filtered function frothe frequency domain towards the
required signal type (real time function, analytine signal, modulation spectrum).
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Influences on the Length of the Impulse Response

The design of the transfer function shall allow aximum of flexibility, but the construction of
the filter shall result in impulse responses, whack as short as possible. The most flexible design
method is the sectionwise definition of the trangfmction (separate definition of slopes and pass
band). If delay-less filters (phase of the tran&diection=0) and real impulse responses are regjuire
the transfer function as well as the impulse respsrhave to be symmetrical to the origin. The
behavior of the impulse response of such a secisendefined transfer function and especially the
design criteria for achieving impulse responsesmifiimal length, can be derived from the
following considerations (see also SLATKY [37]). dpplies: N sections,f;=section-boundary

frequency):

(f) = H(f) for fi<f<f,,
0 else

f.
hity=2 2 JJ H.(f) cos (21ft) df
=Lt
Partial integration and sorting according to fretuies results to:
N-1

h() =52 [ Hu(fy) sin@mit) - Hy(fo) sin(@rtgt) + X (Hi(h) - Hiya(6)) sin(2nfy) ]
i=1

fl
2
+mz{

i=1

Q.lQ_

FH((f) sin (2rt) df

With the same method (partial integration, sortiggfrequencies) it results to:
N-1

h(t) =52 [ H(fy) sin(2ry) - Hy(fo) sin(2rgt) + D (H() - Hua ) sin2rp |
i=1

H [df Hy(fy) cos(2myt) - %Hl(fo) cos(2Tyt)
N-1

+ 2 (SH®) - SHLL®) cosemty ]
i=1

2( 1)"2 [ d” [cos(an t)] d" [cos(anOt)]
)" v sin@2nf )] gfn 1(fo) sin(2nft)

cos(2nft)
+ Z (FH (f) f |+1( I)) {sln(ant) ]]

The behavior of the impulse response depends mastithe behavior of the transfer function at
the section boundaries and at the limits of thgeaof definition.
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With the help of this derivation the asymptotic smiof the impulse response can be specified.
With |cos(x)|<1; [sin(x)|<1 it applies to:

N-1
2

h(t) 5= [HN(fN) + Hi(fg) + Z |Hi(fi)‘Hi+1(fi)|]
27t
i=1

N-1
o LA + gttt + 2 [GeH0 - i) |
i=1
+ .
2(1)n/2[d H(f)+—H(f) + ;l_H() (f)l]
(2Trt) N 1o l df |+1

i=1

The envelope of the impulse response depends mamthe continuity and differentiability of
the transfer function at the section boundaries hhpulse response of a discontinuous transfer
function decreases wittit. For a continuos transfer function, which is zarehe limits of the range
of definition, the envelope of the impulse respouigereases stronger (decread#?). For a
differentiable transfer function, whose first dation is zero at the limits of the range of defonit
the envelope of the impulse response decreased itbtc.

The envelope of the impulse response shall decasagast as possible, in order to produce only
small errors by truncating the impulse responserdfore the transfer function has to be composed
of arbitrary differentiable functions, if possiblegnd discontinuities in the function and
discontinuities at low order derivations have taaleided, as far as possible.

Mathematical Functionsfor Constructing Transfer Functions

The following mathematical functions have been uUsedonstructing transfer functions
(f,,fo= lower and upper cut-off-frequency):

- Sinus-function

Vs + Vasin (n ) for f~(f,-f )2 <f<f +(f.-f,)/2
H(f) = |
else

This function produces very steep filter slopesl aelatively short impulse responses,
because it is indefinitely often differentiable athe first derivation is zero at the section
boundaries (decrease of the impulsBt3). Disadvantageous is, that cut-off-frequencies
and filter slopes cannot be chosen independentaoi other.

- Exponential- function

H(f) = 1 1 a=+2-1
nu no
a@ /MMM +1 a(i) 0 +1

This function is indefinitely often differentiable the whole range of definition. The filter
slopes can be chosen freely wigandn,. But there are discontinuities at the limits o th
range of definition (20..20000 Hz). The decreasthefimpulse response and therefore the
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maximal filter slope at a certain impulse respdesgth, depends on these discontinuities.
At low critical bands the discontinuity at the lawenit of the range of definition (20 Hz)
becomes relatively big. This reduces the maximapbess drastically. This effect decreases
significantly at higher critical bands, which allowlatively steep slopes there. A good
adaptation to psychoacoustically measured filigpes$ can be achieved by:

Ny = 2.2 fuio'l noi=l.3 foio'2

Truncation of the I mpulse Response

Above the influence of the transfer function cowmstion onto the decrease of the impulse
response and therefore on possible truncationsetras been described. A further constraint for
truncating the impulse response is, that the leoftthe impulse respondg;,, has to follow the
requirements of the time-bandwidth-product:

Limp > 1/(fo-fy)

While following these requirements the impulse ocese is truncated to the required length by a
maximally smooth window. For the transformatioroitihe frequency domain similar requirements
are valid like for the transformation into the timiemain. Discontinuities and discontinuities at low
order derivations lead to a broadening of the feanfunction and therefore to an unwanted
enlargement of the filter bandwidth and to lesetélter slopes. Therefore a cosine function is
used for truncating the impulse response (continfupgtion with continuos first derivation,
decrease of the transfer function of the windovh\#):

t
s + V4c0os (7: T__ ) for 'Limp< t <|—imp
W(t) = imp
0 else

For sufficiently long time windows (used window 11 ms) and therefore small truncation error
the transfer function, which has been construatdideiquency domain, persists even after truncating
the impulse response. The possible steepness dfiltigre slopes is influenced by the impulse
response’s decrease rate in the time domain atitelgpectrum of the window(t). If the impulse
response is truncated inappropriately, the sloptheffilter is barely determined from the desired
filter characteristics, but mainly from the trandignction of the time window.

A subsequent transformation into the frequency donggnerates then the resulting transfer
function of a filter with a limited impulse respankength. But if the filter function in the frequsn
domain is not restricted to the desired frequerryge (for example hearing range 20..20000 Hz),
aliasing-errors can appear. When designing thefieafunction and the time window appropriately,
the values of the resulting transfer function alésthe desired frequency range will become
sufficiently small (<-90 dB) and will have no inflace on the results.

In order to filter all critical bands efficientlyiparallel, the same impulse response length id use
for all critical band filters. The needed impulgsponse length is then mainly determined by the
narrow band filters in the low frequency band.
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Fig. D.1: Transfer functions of the resulting band pass filters

Executing the Filtering

Precondition for filtering the signals by the ralaty fast Overlap-Add-Method is, that the length
of the impulse response is limited.. This is theecahen using the algorithm described above. The
concrete filtering is then performed by transforimraiof a window-extracted signal section (cosine-
window) into the frequency domain, multiplicationthvthe transfer functions of the critical band
filter, back-transformation into the time domainjedapped adding with previous filtered time
sections. The overlap-range contains here theHewigthe impulse response plus the length of the
overlapping between two consecutively extractee tsmctions.

If the filtered signals shall be generated as ditalyne signals instead as real time signals, only
the back-transformation into the time domain hase@dapted accordingly (complex instead of real
Fourier-Transformation), the rest of the filter@iighm will stay the same.

Also modulation functions can be generated by cingagsside the critical bands a corresponding
back-transformation method (moving the lowest abeisd frequency of the transmission range to
the frequency zero <Caution: Aliasing !'>). By apph a complex back-transformation (maybe
with a reduced sampling rate) a carrier-free compi@dulation function for one critical band can
be generated.

In Fig. D.1 the transfer functions of the usedefitare depicted.
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Appendix E. Further Algorithmsfor solving the
Cocktail-Party-Processor-Problem

In chapter 5 a method has been presented, to é¥ghesver and input directions of involved
sound sources from the statistical parameters efititeraural cross product. This method is

orientated towards the solution method of quadrmgigations. But besides that also other solution
methods are conceivable.

The following solution methods are possible, tod ahall be presented below:
- Use of the complex inverse hyperbolic cosine fiomc{ar cosh),
- Geometrical considerations of the locus curvehefihteraural cross product (triangle),

- Modification of the above used quadratic equatiovethod (normalized quadratic
equation).

With 2 active sound sources the following statadtiparameters of the interaural cross product
result according to chapter 5.3.2:

U = A(t)2 + Bry()2 |
(1) = V2 An(t) Bry()  An®= lan®] &P B, () analogously

Inverse Hyperbolic Cosine

It applies:
V2H | AOPHBR®? | AR® |, By
g  AMBL By AW
Jap A0 .
5 - cosh ( n gy *iCaBo2 )
arcosh(V2u/ao) _ Ayt
© " By

From this the following solutions result:

Em(t)z _ Q'/\/E e+arcosh(\/7E/g)

Em(t)z _ Qlﬁ e-arcosh(ﬁg/g)

Triangle Considerations

The complex mean value of the interaural crossymbdpplies to:
u(t) = Am(t)? + By (1)?

The complex mean value of the locus curve restots the sum of the source vectors, forming a
triangle in the complex plane. If a sound sourcedtion 3, is known, the direction of the other
sound source can be evaluated from the compleratdmeviation:

By' =2 arg {a(t)} - B4
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As a consequence, all angles of the triapgte A, (t)?, B,(t)? are known, the corresponding side
lengths of the triangle (=power) can be evaluatéd thie help of the Law of Sines:

sin (arg{p}-B,) P
sin(B,BY) H
sin (arg{u}- By ) P
sin(ByBy) =

AL =

B, (®)? =

Normalized Quadratic Equation

From mean value and standard deviation of the goosduct solutions can also be found by
using another quadratic equation approach. It appli

P (12207 = A2 B £y A+ 2 A7 B0+ By 4 A()?Bin(t)?

Pt p220% = A0 +B 0 + (A1) -Bm®?)

Aty = p+yp*-20°
Bin()” = W - p*-20°

Comparison of the Algorithms

The most stable estimators can be achieved witlytlaelratic equation method, as described in
chapter 5. With this method the mathematical efolbwest, compared with the inverse hyperbolic
cosine estimators, which also leads to relativelydgresults.

Disadvantage of the triangle algorithm is, that ot direction must be known. The errors of
this method become relatively big, if the poweths# desired direction is relatively low.

The second quadratic equation algorithm is quiteilar to the used one, but the estimation
accuracy is lower.
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Appendix F. A Program Structurefor complex Processes
(Parallel-Structures on sequential Computers)

Below the used method for realizing the Cocktailtyr®rocessor-Algorithms on a computer
shall be documented at the example of the Phager&riice-Cocktail-Party-Processor.

When applying external critical band filters (ap@erD) the following processes must be
executed by the signal processing program (Fig: F.1

1/2. Import of critical band filtered data for thght and the left ear signal.

3/4. Generation of samples of the analytic time alidgar the right and the left ear signal
(reduction of the data rate) (see chapter 7.1),

5. Interaural cross product (see chapter 5.2),
6. Computation of statistical parameters of theraueal cross product (see chapter 5.3),
7. Computation of source estimators, eventually gmong the estimators in the time

domain (see chapter 5.3),
8. Mapping the source estimators to a desired dire¢see chapter 5.6),

1. Import left ear signal 2. Import right ear signal

I I
3. Analytic time signal left 4. Analytic time signal right

5. Complex cross product

6. Statistical parameters of the cross products

7. Source estimators

8. Source estimator of the desired direction

9. Weighting factors 10. Weighting factors
left right
I I
11. Ear signal estimator left 12. Ear signal estimator right

13. real time signal of the desirect direction

I
14. Storing the results

Fig. F.1: Structure of the Phase-Difference-Cocktail-Party-Processor
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9/10. Evaluation of weighting factors for engravitng estimated power into the right and
left ear signal (see chapter 7.2),

11/12. Evaluation of estimator adjusted analyticetisignals of the right and left ear signal
(see chapter 7.2),

13. Re-synthesis of the estimated real time sightdeodesired direction from the analytic
time signals of the directional filtered ear sign@ee chapter 7.2),

14.  Storing of the signals.

This environment works with a couple of differeimé domains:
- signal-samples (processes 1/2,13,14),
- samples of the analytic time signal (processed 3/42),
- samples of the interaural cross product (procgss 5
- statistical parameters of the cross product (F®©63,
- averaged source estimators (processes 7,8),
- weighting factors for analytic time signals (pres®/10).

For computerized signal processing a method iseshoshere each of these 14 signal processing
tasks operates to a large extend autonomously. mbtiod is developed with regard to possible
parallel computing implementations. The charadiesf this method is:

- Each process writes its results widely autonomiots his own "cyclic" output buffer,
which is also administrated by this process. (Fig). The output buffer is organized
according to the time domain of this process. Aetstamp is added to each output sample,
in order to allow processes, which work with diéfiet time domains to interpret these data.
The process also informs other processes abotintleeinterval, for which data are stored
in its buffer.

- Each process can read the buffers of other preses®r this purpose the reading process
has to inform the mother process of the buffer,vitiich time interval data are needed.
These data are then reserved and thus protectetsiagaerwriting.

- Prerequisite for the execution of a process igt tm the one hand the needed (reserved)
input data from buffers of other processes arelaai and on the other hand, the results
can be written into the output buffer. If resendata are no longer needed (for example
because they are processed), the reservation ¢eledn The mother process can than store
new processing results into these released bsdferons.

- The output buffers of the processes own a fixeadwarh of memory and are organized
"cyclically". This means, if the used field indexceeds the physically available memory,
data are then (via modulo-function) read or writkthe beginning of the memory. Such a
kind of memory has to check indeed, whether regdedata are inside the available time
range or not (see Fig. F-2).

This kind of organization for signal processinggreoms has the following characteristics:
- Such programs can be ported easily onto parallejpiters.

- On sequential computers programs become well tstret with well defined interfaces
between program modules.

- An extensive index administration for differenmé@ domains can be avoided. Data
administration can be done via real time values.
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Fig. F.2: Administration of the output buffer

needed
data
process 1

- The control of inter-linked processes becomesively easy. No highly complex control
structures have to be developed. Each process acemuwhich data it needs from other
processes and which data it can provide for othecgsses. Requests to and from other
processes are handled immediately. These kindrafametworks are self-structuring and
self-organizing.

If no parallel computer is available, an additionahtral control unit is necessary on sequential
computers, which controls the sequence of the peese while the total structure of processing
remains unchanged. After granting a permit by tbetrol unit, the addressed parallel process
executes as long as data can be processed. Ifchegule data are missing or if there is no space in
the output buffer for storing the results, the peisigiven back to the central control unit, which
will then select another process.

The central control unit can choose between seuaethods for selecting the appropriate
process.

- Multiplexing. Here all processes are called sequentially. mathod is relatively reliable,
especially at complex structures, because deadlockse section of the structure are
prevented. But this method is relatively ineffididmecause the sequence of the processes is
not controlled by actual signal processing neeushé worst case one total cycle can be
passed, before needed data are available and pimgesan be continued. In the
implemented application multiplexing is only usesl a fallback solution, if there is a
deadlock in one part of the structure.

- Following the Signal Structure. Here the subsequent process is called accordiagsignal
flow chart. The most easiest method is, to rundigmal flow chart alternately up and
down. At branches the next tree has to be chosaybhenvia a pre-defined by a pre-defined
flow path schema, or via selection by chance oomting to the need of data. This method
is more effective than the method multiplexingwill be used as a standard method, if the
method "Problem Solution” encounters processes;iwtannot be activated.
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- Problem Solution. Here after a process abort the process is callagth has caused this
abort. If input data are missing, the process iked¢awhich should provide these data. If
the output buffer is full, the process, which heserved this buffer, is asked to process the
reserved data. This control structure works verfjcieht, but there is the risk of
"deadlocks”, for example, if the process, which cki the data processing by its
reservation cannot process these data, becauselitis blocked by other processes. Here
the central control unit has to check, whether @dataprocessed at all and intervene, if
necessary. (invert the control direction, procesits dy chance, multiplex all processes
once).

Furthermore for a sequential processing. an endgrettion is necessary. The data import
processes has to introduce an end mark into thiersyd there are no data available any more (file
end). Processes, which have processed the end ararknded by the process control. Finally the
whole processing ends.

With such a kind of process management it woulgdissible for subsequent enhancement steps
of the model, to control complex processing streguwith multiple inter-relationships and
multiple decision layers. For a fully developedauiral system it would be necessary, to process all
critical bands in parallel and introduce the resolt one critical band into the processing of other
critical bands. Especially when integrating a "ledEnce-Effect-Control”, the system must have the
possibility to change the desired direction foraitical bands, if a reliable directional inforraat
is detected in one critical band. For such usescalie24 critical bands have to be processed in
parallel and the quality of directional estimattwas to be monitored, in order to to intervene aito
24 critical band processors immediately by the reértontrol unit, if necessary. Without massive
parallel processing or at least parallel processinwulating processes, it is nearly impossible, to
establish a such comprehensive binaural system.
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