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Appendix A: An Evaluation Method for Auditory Experiments

For evaluation the results of the auditory experiments are converted into weighting factors and
the weighting factors for the auditory events HE of all experiments Vers and for each test person VP
are inserted into a 3-dimensional result matrix S(Vers,VP,HE).

Such a weighting factor can be, for example, the localization rate. Also the answers of the test
persons to other questions (sound, pitch, loudness) can be converted to it.

The weighting factors of different questions can be combined via a kind of logical operations. An
AND-conjunction can be realized by multiplying the weighting factors, an OR-conjunction by
evaluating the maximum.

These results can be compared with a reference condition. A reference condition can also be
generated from the results of a pre-evaluation (for example, all auditory events with a certain pitch),
The reference conditions result onto a reference matrix R(Vers,VP,HE). In a first step the results of
each test person are classified and summed up separately for each reference condition. These
intermediate results are then averaged over all test persons and over all corresponding auditory
experiments. In this way the weighted results can be obtained for each experimental condition (for
example, for each frequency difference).
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with L(x)=0 for x≤0;   L(x)=1 for x>0

Example: The mean loudness of correct localized auditory events shall be
determined. Then the reference matrix R contains the localization rate of each
auditory event, and the result matrix S contains the product of localization rate
and relative loudness. For each experiment of a certain test person the mean
loudness is evaluated by averaging it over all related auditory events of this
experiment. The total result is computed by averaging over the results of all test
persons for all those experiments, where sound sources could be localized.

The standard reference matrix R0 contains default conditions for a simple, non-concatenated
evaluation. It shall assure, that the maximal weight remains independent from the number of
auditory events, if more auditory event appear than sound sources exist; the weight of all auditory
events is reduced correspondingly. The standard reference matrix R0 consists therefore of weighting
factors, which relate the number of appeared auditory events to the number of sound sources (NHE
Number of auditory events, NSQ Number of sound sources):

R (Vers,VP,HE) = 
N (Vers)

Ma x  N (Vers,VP)  N (Vers) 0
SQ

HE SQ( , )

for HE=1...Max( NHE(Vers,VP), NSQ(Vers) )

An evaluation with the help of the standard reference matrix leads to a simple averaging over the
results of all experiments.
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Appendix B: Critical Band Models

There are many investigations concerning the width of monaural and binaural critical bands. In
praxis oftentimes the critical band widths of Zwicker et.al. [52] are used (see Table B.1), which are
based on loudness investigations.

Up to now there are only few investigations concerning the exact position of critical bands within
the audible frequency range. The main part of this paper follows the established thesis, that critical
band are positioned in such a way, that a maximum of the signal power is concentrated within one
critical band (named as model of "maximal excitement" below). Subsequently further possible
critical band models shall be presented, identifying for each model the consequences for the cut-off-
frequencies of the critical bands.

Table B.1: Bandwidths of Critical Bands according to Zwicker et.al.[52]

Explanation Table B.1:
Bandwidths of Critical Bands

according to Zwicker et.al.[52].

The 2nd column contains possible
cut-off-frequencies of critical
bands, while the 3rd column
contains the corresponding center
frequencies and vice versa.
The both outer columns contain
the corresponding bandwidths of
the critical bands.

Example:
When selecting critical band cut-
off-frequencies according to the
2nd column, there would be, for
example one critical band with cut-
off-frequencies of 900 Hz and
1060 Hz, with a center frequency
of 980 Hz (3rd column) and with a
bandwidth of 160 Hz (left column).

When selecting critical band cut-
off-frequencies according to the 3rd

column, there would be, for
example one critical band with cut-
off-frequencies of 830 Hz and
980 Hz, with a center frequency of
900 Hz (2nd column) and with a
bandwidth of 150 Hz (right
column).

∆F Center and cut-off
frequencies

∆F

20
90 65

110 90
90 155

200 95
95 250

295 95
100 345

395 105
108 450

503 110
120 560

625 130
130 690

755 140
145 830

900 150
160 980

1060 175
190 1155

1250 200
210 1355

1460 225
240 1580

1700 255
270 1835

1970 295
320 2130

2290 350
380 2480

2670 420
450 2900

3120 500
560 3400

3680 620
680 4020

4360 760
840 4780

5200 920
1000 5700

6200 1150
1300 6850

7500 1550
1800 8400

9300 2100
2400 10500

11700 2800
3300 13300

15000 4000
17300
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Assuming that the critical bands are formed by combining hair cell regions of the cochlea, the
following criteria for forming critical bands are possible (Fig. B.1):

- maximal excitation: The critical bands are formed in such a way, that the sum of all
excitations inside a critical band becomes maximal.

- maximal discrimination: The borders of the critical bands are placed into relative minima of
the excitation.

- low frequency excitation margin: The lower critical band margin is placed next to lowest
hair cell with an excitation above threshold.

- high frequency excitation margin: The upper critical band margin is placed next to highest
hair cell with an excitation above threshold.

Assuming, that the transfer functions of the hair cells ("Tuning-Curves") can be described by
exponential functions in a first approximation, the excitation  E' of a hair cell of best frequency  fb,
normalized on the maximum of excitation, for a signal of the frequency f results to:

nu,no slew rate; nu,no > 0

The Tuning-Curves can achieve slew rates of up to 300 dB/oct for the low frequency slope (nu≤
30) and of 30...100 dB/oct for the high frequency slope (3≤no≤10).

Critical bands are modeled quite easily by combining the outputs of those hair cells, which shall
form a critical band. If multiple narrow banded sound sources are present (like at the auditory
experiments of chapter 3), it is assumed, that the resulting excitation corresponds to the maximum
of those excitations, which would result from each of the signals at individual presentation.. Then
the slopes of these critical band filters are determined by the hair cells, which are located at the
border of the critical band. Then the transfer functions of these critical band filters result to:

Fig. B.1: Critical band models
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fu,fo   lower, upper cut-off-frequency
nu,no slew rate, nu,no > 0

Below the consequences of different critical band models for the building of critical bands and for
the perception of the signals of the auditory experiments (2 sinus or narrow band noise signals) shall
be discussed.

Maximal Excitation

If there are, like in the auditory experiments, 2 maxima of excitation within the width of one
critical band, the resulting total excitation inside a critical band gets maximal, if applies:

E'(fu,f1) = E'(fo,f2)

From this and with the help of the quotient of the cut-off-frequencies B'=fo/fu the cut-off-
frequencies of a critical band fu,fo can be computed:

(fu/f1)nu =  (fo/f2)-no

 fu       =  (f2/B')no/(nu+no)  f1
nu/(nu+no)

 fo       =   fu B'

If qB =(fo/fu)0.5 is the half bandwidth of the critical band filter,
qS =(f2/f1)0.5 is the half bandwidth of the Signals and
fz =(f2 f1)0.5 is the center frequency of the signals, then
fm =(fo fu)0.5 , the center frequency of the critical band, results to:

fm  =  fz (qB/qS)(nu-no)/(nu+no)

Maximal Discrimination

Maximal discrimination is achieved, if the cut-off-frequency of the critical band is positioned into
a minimum between 2 excitation maxima. This is given, if this cut-off-frequency fg results to:

 E'(fg,f1)  = E'(fg,f2)

(fg/f1)-no = (fg/f2)nu

 fg  = f2
nu/(nu+no)  f1

no/(nu+no)

The center frequencies of the lower and upper critical band fm1,fm2 result from the center
frequency of all combined signals  fz as follows:

fm1  =  fz  qB
-1 qS

(nu-no)/(nu+no)

fm2  =  fz  qB   qS
(nu-no)/(nu+no)
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Low Frequency Excitation Margin

The excitation at the lower cut-off-frequency of the lowest stimulated critical band fu1 shall
correspond to the excitation at the auditory threshold EHS.

E'(fu1,f1) = EHS / E(fz) = E'HS

(f1/fu1)nu = E'HS

fu1  = f1  E'HS
-1/nu

The center frequency of the lowest critical band fm1 which is stimulated above threshold, results
then to:

f  = 
f

q   q   E'
m1

z

B S HS
(1/n )u

High Frequency Excitation Margin

The excitation at the upper cut-off-frequency of the highest stimulated critical band fon shall
correspond to the excitation at the auditory threshold EHS.

E'(fon,f2) = E'HS

(fon/f2)no = E'HS

fon  = f2  E'HS
1/no

The center frequency of the highest critical band fm1 which is stimulated above threshold, results
then to:

fm1  =  fz  qB qS  E'HS'1/no
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Appendix C: Simplified Free Field Outer Ear Transfer Functions

Free field outer ear transfer functions are highly head specific and have to be measured
individually for each head. If measured values are unknown, the relationships between interaural
time difference and interaural level difference can be estimated with sufficient accuracy for each
critical band with the help of the polynomial approximation according to Gaik [20].

If a rough approximation is sufficient, like for simple model test purposes, Gaik's polynomial
approximations can be simplified. Formula C/1 and Fig. C.1 show an approximation, which has
been constructed from the average of Gaik's polynomial approximations for 3 investigated heads.
Formula C/2 contains a corresponding approximation for the interaural damping (τ=interaural time
difference, f=frequency, ∆L=interaural level difference, A,B Factors, α=interaural Damping):

∆L(τ,f) ≈ AL τ  +  BL f τ (C/1)

α(τ,f) = ∆L(τ,f) ln(10)/20dB ≈ Aα τ  +  Bα f τ (C/2)

Table C.1: Parameters for the Approximation according Formula C/1 and C/2
Critical Band Frequency [kHz] AL[dB/ms] BL[dB] Aα[1/ms] Bα

  1 - 13 0.   -   1.5 - 15. - 1.7
13 - 16 1.5 -   3.6 22.5 - 2.5 -
16 - 21 3.6 -   6.4 - 6.25 - 0.7
21 - 24 6.4 - 20 40. - 4.5 -

Fig. C.1:Interaural level differences normalized to the interaural time differences,
∆L/τ for all 24 critical bands ,

- - - - - - Polynomial approximation according to Gaik [20] for 3 heads for normalized
interaural time differences (formula 3.1/1) incidence angle  ±20°, ±40° and ±60°.

▀▀▀▀▀▀▀▀▀▀▀▀▀▀▀▀▀ simplified form according to formula C/1
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Appendix D: A flexible Filter Method in the Frequency Domain

Requirements to the Filtering of binaural Signals

A filter for binaural models has to fulfill the following requirements::

- user definable cut-off-frequencies and slopes,
- simple construction of the filter from a given transfer function,
- limited length of the impulse response.
- if possible, no phase or transit time distortions,
- fast processing.
- selectable output signal (real time function, analytic time signal, modulation spectra).

A filter method was developed, using the Fourier-Transformation in the frequency domain. The
selection of a frequency domain method instead of digital filters has the following advantages:

- very simple construction of the transfer function.
- easy control of the filter delays by defining the phase of the transfer function.
- nearly no stability problems.
- fast filtering by using the FFT (Fast-Fourier-Transformation),
- simple change of the output signals by selecting other back-transformation-algorithms (real

FFT, complex FFT, frequency shifted FFT).

With these requirements the following filter algorithm was developed:

- Filtering of the signals in the frequency domain.
- Construction of the transfer function of the filter with pre-defined cut-off-frequencies and

pre-defined slopes by using a "function tool kit". General construction requirement:
Discontinuities in the function and in low derivations of the function have to be avoided.

- Selecting a phase of the filter transfer function of zero, results into non-causal filters
without any delays.

- Truncating the impulse response of all filters to the same maximal length by using a
preferably smooth function (for example cosine-window).

- Examination possibilities for the resulting transfer function.
- Filtering in the frequency domain with the help of an Overlap-Add-Algorithm, filtering all

critical bands simultaneously.
- Back-transformation of the filtered function from the frequency domain towards the

required signal type (real time function, analytic time signal, modulation spectrum).
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Influences on the Length of  the Impulse Response

The design of the transfer function shall allow a maximum of flexibility, but the construction of
the filter shall result in impulse responses, which are as short as possible. The most flexible design
method is the sectionwise definition of the transfer function (separate definition of slopes and pass
band). If delay-less filters (phase of the transfer function=0) and real impulse responses are required,
the transfer function as well as the impulse responses have to be symmetrical to the origin. The
behavior of the impulse response of such a sectionwise defined transfer function and especially the
design criteria for achieving impulse responses of minimal length, can be derived from the
following considerations (see also SLATKY [37]). It applies: (N sections, fi=section-boundary
frequency):

 N fi
h(t) = 2 Σ  ∫ Hi(f) cos (2πft) df

i=1 fi-1

Partial integration and sorting according to frequencies results to:

N-1

h(t) = 2
2 tπ [ HN(fN) sin(2πfNt)  -  H1(f0) sin(2πf0t)  + Σ (Hi(fi) - Hi+1(fi)) sin(2πfit) ]

i=1

 N fi

 + 
2

2 tπ Σ  ∫
d
df Hi(f)  sin (2πft) df

i=1 fi-1

With the same method (partial integration, sorting by  frequencies) it results to:

N-1

h(t) =
2

2 tπ  [ HN(fN) sin(2πfNt)  -  H1(f0) sin(2πf0t)  + Σ (Hi(fi) - Hi+1(fi)) sin(2πfit) ]
i=1

  -
2

(2 t)2π
[ d

df HN(fN) cos(2πfNt)  -  
d
df H1(f0) cos(2πf0t)

N-1

  +Σ ( d
df Hi(fi) - 

d
df Hi+1(fi)) cos(2πfit) ]

i=1

  +    ......

  - 2 (-1)

(2 t)

n/2

nπ
 [ d

df

n

n
HN(fN)   -  d

df

n

n
H1(f0) 

N-1

  +Σ ( d

df

n

n
Hi(fi) - 

d

df

n

n
Hi+1(fi)) ]

i=1

The behavior of the impulse response depends mostly on the behavior of the transfer function at
the section boundaries and at the limits of the range of definition.
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With the help of this derivation the asymptotic course of the impulse response can be specified.
With |cos(x)|≤1; |sin(x)|≤1 it applies to:

N-1

h(t) ≤ 2
2 tπ [ HN(fN)  +  H1(f0)   + Σ |Hi(fi) - Hi+1(fi)| ]

i=1

N-1

  +
2

(2 t)2π
[ d

df HN(fN)  + 
d
df H1(f0) + Σ | d

df Hi(fi) - 
d
df Hi+1(fi)| ]

i=1

  +    ......

N-1

  + 2 (-1)

(2 t)

n/2

nπ
 [ d

df

n

n
HN(fN)  + d

df

n

n
H1(f0)   + Σ | d

df

n

n
Hi(fi) - 

d

df

n

n
Hi+1(fi)| ]

i=1

The envelope of the impulse response depends mainly on the continuity and differentiability of
the transfer function at the section boundaries. The impulse response of a discontinuous transfer
function decreases with 1/t. For a continuos transfer function, which is zero at the limits of the range
of definition, the envelope of the impulse response decreases stronger (decrease ~ 1/t2). For a
differentiable transfer function, whose first derivation is zero at the limits of the range of definition,
the envelope of the impulse response decreases with 1/t3 etc.

The envelope of the impulse response shall decrease as fast as possible, in order to produce only
small errors by truncating the impulse response. Therefore the transfer function has to be composed
of arbitrary differentiable functions, if possible, and discontinuities in the function and
discontinuities at low order derivations have to be avoided, as far as possible.

Mathematical Functions for Constructing Transfer Functions

The following mathematical functions have been used for constructing transfer functions
(fu,fo= lower and upper cut-off-frequency):

- Sinus-function

  This function produces very steep filter slopes and relatively short impulse responses,
because it is indefinitely often differentiable and the first derivation is zero at the section
boundaries (decrease of the impulse ~ 1/t3). Disadvantageous is, that cut-off-frequencies
and filter slopes cannot be chosen independently of each other.

- Exponential- function

H(f) = 1

 a (f /f)  + 1 

1

 a (f/f )  + 1 u
n

o
nu o

a = 2-1  

This function is indefinitely often differentiable in the whole range of definition. The filter
slopes can be chosen freely via nu and no. But there are discontinuities at the limits of the
range of definition (20..20000 Hz). The decrease of the impulse response and therefore the
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maximal filter slope at a certain impulse response length, depends on these discontinuities.
At low critical bands the discontinuity at the lower limit of the range of definition (20 Hz)
becomes relatively big. This reduces the maximal slopes drastically. This effect decreases
significantly at higher critical bands, which allow relatively steep slopes there. A good
adaptation to psychoacoustically measured filter slopes can be achieved by:

nui = 2.2 fui
0.1 noi=1.3 foi

0.2

Truncation of the Impulse Response

Above the influence of the transfer function construction onto the decrease of the impulse
response and therefore on possible truncation errors has been described. A further constraint for
truncating the impulse response is, that the length of the impulse response Limp has to follow the
requirements of the time-bandwidth-product:

Limp > 1/(fo-fu)

While following these requirements the impulse response is truncated to the required length by a
maximally smooth window. For the transformation into the frequency domain similar requirements
are valid like for the transformation into the time domain. Discontinuities and discontinuities at low
order derivations lead to a broadening of the transfer function and therefore to an unwanted
enlargement of the filter bandwidth and to less steep filter slopes. Therefore a cosine function is
used for truncating the impulse response (continuos function with continuos first derivation,
decrease of the transfer function of the window with f-3):

For sufficiently long time windows (used window 12..15 ms) and therefore small truncation error
the transfer function, which has been constructed in frequency domain, persists even after truncating
the impulse response. The possible steepness of the filter slopes is influenced by the impulse
response's decrease rate in the time domain and by the spectrum of the window w(t). If the impulse
response is truncated inappropriately, the slope of the filter is barely determined from the desired
filter characteristics, but mainly from the transfer function of the time window.

A subsequent transformation into the frequency domain generates then the resulting transfer
function of a filter with a limited impulse response length. But if the filter function in the frequency
domain is not restricted to the desired frequency range (for example hearing range 20..20000 Hz),
aliasing-errors can appear. When designing the transfer function and the time window appropriately,
the values of the resulting transfer function outside the desired frequency range will become
sufficiently small (<-90 dB) and will have no influence on the results.

In order to filter all critical bands efficiently in parallel, the same impulse response length is used
for all critical band filters. The needed impulse response length is then mainly determined by the
narrow band filters in the low frequency band.
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Executing the Filtering

Precondition for filtering the signals by the relatively fast Overlap-Add-Method is, that the length
of the impulse response is limited.. This is the case when using the algorithm described above. The
concrete filtering is then performed by transformation of a window-extracted signal section (cosine-
window) into the frequency domain, multiplication with the transfer functions of the critical band
filter, back-transformation into the time domain, overlapped adding with previous filtered time
sections. The overlap-range contains here the length of the impulse response plus the length of the
overlapping between two consecutively extracted time sections.

If the filtered signals shall be generated as analytic time signals instead as real time signals, only
the back-transformation into the time domain has to be adapted accordingly (complex instead of real
Fourier-Transformation), the rest of the filter algorithm will stay the same.

Also modulation functions can be generated by choosing inside the critical bands a corresponding
back-transformation method (moving the lowest considered frequency of the transmission range to
the frequency zero <Caution: Aliasing !!>). By applying a complex back-transformation (maybe
with a reduced sampling rate) a carrier-free complex modulation function for one critical band can
be generated.

In Fig. D.1 the transfer functions of the used filters are depicted.

Frequency / Hz

Fig. D.1: Transfer functions of the resulting band pass filters
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Appendix E. Further Algorithms for solving the
Cocktail-Party-Processor-Problem

In chapter 5 a method has been presented, to evaluate power and input directions of involved
sound sources from the statistical parameters of the interaural cross product. This method is
orientated towards the solution method of quadratic equations. But besides that also other solution
methods are conceivable.

The following solution methods are possible, too and shall be presented below:

- Use of the complex inverse hyperbolic cosine function (ar cosh),
- Geometrical considerations of the locus curve of the interaural cross product (triangle),
- Modification of the above used quadratic equation method (normalized quadratic

equation).

With 2 active sound sources the following statistical parameters of the interaural cross product
result according to chapter 5.3.2:

µ(t) = Am(t)² + Bm(t)²

σ(t) = 2  Am(t) Bm(t) ; Am(t)= |am(t)| ej½βa ; Bm(t) analogously

Inverse Hyperbolic Cosine

It applies:

 

2 µ
σ

 
   =   

A (t)² + B (t)²
A (t)  B (t)

   =   
A (t)
B (t)

  +  
B (t)
A (t)
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m
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2 µ
σ β β

 
   =  cosh   ln 

|A (t)|
|B (t)|

  + j ( - )/2  ( )m

m
a b

e
arcosh (  /  ) m

m
  =  

A (t)
B (t)

 
2 µ σ

From this the following solutions result:

A' (t)   =   /    m
2 +arcosh (  /  )

2 eσ µ σ2

B' (t)   =   /    m
2 - arcosh (  /  )

2 eσ µ σ2

Triangle Considerations

The complex mean value of the interaural cross product applies to:

µ(t) = Am(t)² + Bm(t)²

The complex mean value of the locus curve results from the sum of the source vectors, forming a
triangle in the complex plane. If a sound source direction βa is known, the direction of the other
sound source can be evaluated from the complex standard deviation:

βb' = 2 arg {σ(t)} - βa
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As a consequence, all angles of the triangle µ(t), Am(t)², Bm(t)² are known, the corresponding side
lengths of the triangle (=power) can be evaluated with the help of the Law of Sines:

 A' (t)   =  
  arg{ } -  

  - '  
   | |m

2 a

a b

2)
)

sin

sin

(
(

µ β
β β

µ

 B' (t)   =  
  arg{ } - '  

  ' -  
   | |m

2 b

b a

2)
)

sin

sin

(
(

µ β
β β

µ

Normalized Quadratic Equation

From mean value and standard deviation of the cross product solutions can also be found by
using another quadratic equation approach. It applies:

 µ µ σ  -2   =  A' (t)  + B' (t)    A' (t) + 2 A' (t)  B' (t)  +  B' (t) -  4 A' (t)  B' (t)2 2 2 2 4 2 2 4 2 2
m m m m m m m m± ±

 µ µ σ  -2   =  A' (t)  + B' (t)      A' (t)  - B' (t)2 2 2 2 2 2
m m m m( )± ±

From this the following solutions results:

 A' (t)   =   + -2m
2 2 2µ µ σ

 B' (t)   =    - -2m
2 2 2µ µ σ

Comparison of the Algorithms

The most stable estimators can be achieved with the quadratic equation method, as described in
chapter 5. With this method the mathematical effort is lowest, compared with the inverse hyperbolic
cosine estimators, which also leads to relatively good results.

Disadvantage of the triangle algorithm is, that one input direction must be known. The errors of
this method become relatively big, if the power of the desired direction is relatively low.

The second quadratic equation algorithm is quite similar to the used one, but the estimation
accuracy is lower.
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Appendix F. A Program Structure for complex Processes
(Parallel-Structures on sequential Computers)

Below the used method for realizing the Cocktail-Party-Processor-Algorithms on a computer
shall be documented at the example of the Phase-Difference-Cocktail-Party-Processor.

When applying external critical band filters (appendix D) the following processes must be
executed by the signal processing program (Fig. F.1):

1/2. Import of critical band filtered data for the right and the left ear signal.
3/4. Generation of samples of the analytic time signal for the right and the left ear signal

(reduction of the data rate) (see chapter 7.1),
5. Interaural cross product (see chapter 5.2),
6. Computation of statistical parameters of the interaural cross product (see chapter 5.3),
7. Computation of source estimators, eventually smoothing the estimators in the time

domain (see chapter 5.3),
8. Mapping the source estimators to a desired direction (see chapter 5.6),

Fig. F.1: Structure of the Phase-Difference-Cocktail-Party-Processor
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9/10. Evaluation of weighting factors for engraving the estimated power into the right and
left ear signal (see chapter 7.2),

11/12. Evaluation of estimator adjusted analytic time signals of the right and left ear signal
(see chapter 7.2),

13. Re-synthesis of the estimated real time signal of the desired direction from the analytic
time signals of the directional filtered ear signals (see chapter 7.2),

14. Storing of the signals.

This environment works with a couple of different time domains:

- signal-samples (processes 1/2,13,14),
- samples of the analytic time signal (processes 3/4,11/12),
- samples of the interaural cross product (process 5),
- statistical parameters of the cross product (process 6),
- averaged source estimators (processes 7,8),
- weighting factors for analytic time signals (process 9/10).

For computerized signal processing a method is chosen, where each of these 14 signal processing
tasks operates to a large extend autonomously. This method is developed with regard to possible
parallel computing implementations. The characteristics of this method is:

- Each process writes its results widely autonomous into his own "cyclic" output buffer,
which is also administrated by this process. (Fig. F.2). The output buffer is organized
according to the time domain of this process. A time stamp is added to each output sample,
in order to allow processes, which work with different time domains to interpret these data.
The process also informs other processes about the time interval, for which data are stored
in its buffer.

- Each process can read the buffers of other processes. For this purpose the reading process
has to inform the mother process of the buffer, for which time interval data are needed.
These data are then reserved and thus protected against overwriting.

- Prerequisite for the execution of a process is, that on the one hand the needed (reserved)
input data from buffers of other processes are available and on the other hand, the results
can be written into the output buffer. If reserved data are no longer needed (for example
because they are processed), the reservation is canceled. The mother process can than store
new  processing results into these released buffer sections.

- The output buffers of the processes own a fixed amount of memory and are organized
"cyclically". This means, if the used field index exceeds the physically available memory,
data are then (via modulo-function) read or written at the beginning of the memory. Such a
kind of memory has to check indeed, whether requested data are inside the available time
range or not (see Fig. F-2).

This kind of organization for signal processing programs has the following characteristics:

- Such programs can be ported easily onto parallel computers.
- On sequential computers programs become well structured with well defined interfaces

between program modules.
- An extensive index administration for different time domains can be avoided. Data

administration can be done via real time values.
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- The control of inter-linked processes becomes relatively easy. No highly complex control
structures have to be developed. Each process announces, which data it needs from other
processes and which data it can provide for other processes. Requests to and from other
processes are handled immediately. These kind of control networks are self-structuring and
self-organizing.

If no parallel computer is available, an additional central control unit is necessary on sequential
computers, which controls the sequence of the processes, while the total structure of processing
remains unchanged. After granting a permit by the control unit, the addressed parallel process
executes as long as data can be processed. If needed input data are missing or if there is no space in
the output buffer for storing the results, the permit is given back to the central control unit, which
will then select another process.

The central control unit can choose between several methods for selecting the appropriate
process.

- Multiplexing. Here all processes are called sequentially. This method is relatively reliable,
especially at complex structures, because deadlocks in one section of the structure are
prevented. But this method is relatively inefficient, because the sequence of the processes is
not controlled by actual signal processing needs, in the worst case one total cycle can be
passed, before needed data are available and processing can be continued. In the
implemented application multiplexing is only used as a fallback solution, if there is a
deadlock in one part of the structure.

- Following the Signal Structure. Here the subsequent process is called according to a signal
flow chart. The most easiest method is, to run the signal flow chart alternately up and
down. At branches the next tree has to be chosen, maybe via a pre-defined by a pre-defined
flow path schema, or via selection by chance or according to the need of data. This method
is more effective than the method multiplexing. It will be used as a standard method, if the
method "Problem Solution" encounters processes, which cannot be activated.

Fig. F.2: Administration of the output buffer
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- Problem Solution. Here after a process abort the process is called, which has caused this
abort. If input data are missing, the process is called, which should provide these data. If
the output buffer is full, the process, which has reserved this buffer, is asked to process the
reserved data. This control structure works very efficient, but there is the risk of
"deadlocks", for example, if the process, which blocks the data processing by its
reservation cannot process these data, because it itself is blocked by other processes. Here
the central control unit has to check, whether data are processed at all and intervene, if
necessary. (invert the control direction, process calls by chance, multiplex all processes
once).

Furthermore for a sequential processing. an end recognition is necessary. The data import
processes has to introduce an end mark into the system, if there are no data available any more (file
end). Processes, which have processed the end mark, are ended by the process control. Finally the
whole processing ends.

With such a kind of process management it would be possible for subsequent enhancement steps
of the model, to control complex processing structures with multiple inter-relationships and
multiple decision layers. For a fully developed binaural system it would be necessary, to process all
critical bands in parallel and introduce the results of one critical band into the processing of other
critical bands. Especially when integrating a "Precedence-Effect-Control", the system must have the
possibility to change the desired direction for all critical bands, if a reliable directional information
is detected in one critical band. For such use cases all 24 critical bands have to be processed in
parallel and the quality of directional estimation has to be monitored, in order to to intervene into all
24 critical band processors immediately by the central control unit, if necessary. Without massive
parallel processing or at least parallel processing simulating processes, it is nearly impossible, to
establish a such comprehensive binaural system.
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